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Foreword

ISO (the International Organization for Standardization) and

IEC (the International

Electrotechnical

Commission) form the specialized system for worldwide standardization. National bodies that are members of
ISO or IEC participate in the development of International Standards through technical committees
established by the respective organization to deal with particular fields of technical activity. ISO and IEC
technical committees collaborate in fields of mutual interest. Other international organizations, governmental

and non-gov
technology, |

International
The main ta

Standards ad
an Internation

brnmental, in liaison with 1ISO and IEC, also take part in the work. In the field of inforn
50 and IEC have established a joint technical committee, ISO/IEC JTC 1.

Standards are drafted in accordance with the rules given in the ISO/IEC Directives; Part 2.
5k of the joint technical committee is to prepare International Standards.'Draft Interns

opted by the joint technical committee are circulated to national bodies for voting. Publicat
al Standard requires approval by at least 75 % of the national bodies easting a vote.

The Internatipnal Organization for Standardization (ISO) and International Electrotechnical Commission
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Part 3: M
Part 4: O

Part 5: R

N to the fact that it is claimed that compliance with this document-may involve the use of p3
h Table L.1.

ISO/IEC 15444 was prepared by Joint Technical<Committee ISO/IEC JTC 1, Inforn
SBubcommittee SC 29, Coding of audio, picture, Anultimedia and hypermedia informat
with ITU-T. The identical text is published as ITU-T Rec. T.800.
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on as

(IEC)
tents,

nation
on in

edition cancels and replaces the first editiony (ISO/IEC 15444-1:2000), of which it constitytes a

h. It also incorporates the Amendment ISO/IEC 15444-1:2000/Amd.1:2002 and the Tec
O/IEC 15444-1:2000/Cor.1:2002 and ISQ/IEC 15444-1:2000/Cor.2:2002.

4 consists of the following parts, under the general title Information technology — JPEG|
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The following
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Part 6: Compound image file format

Part 9: Interactivity tools, APIs and protocols

part is under preparation:

Part 8: Secure JPEG 2000
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Information technology — JPEG 2000 image coding system: Core coding system

1

Scope

This Recommendation | International Standard defines a set of lossless (bit-preserving) and lossy compression methods
for coding bi-level, continuous-tone grey-scale, palletized color, or continuous-tone colour digital still images.

This Recommendation | International Standard:

2

The follo
constitute

were valid. All Recommendations and Standards are subject to revision, @nd-parties to agreements basg
Recommgndation | International Standard are encouraged to investigatecthe possibility of applying the m
edition off the Recommendations and Standards listed below. Members of JEC and ISO maintain registers of

valid Inte]

valid ITUFT Recommendations.

2.1

2.2

—  specifies decoding processes for converting compressed image data to reconstructed image data;

—  specifies a file format;

—  provides guidance on how to implement these processes in practice.

[References

ving Recommendations and International Standards contain provisions which, through reference i
provisions of this Recommendation | International Standard. At the time\0f publication, the editions

national Standards. The Telecommunication Standardization/Bureau of the ITU maintains a list of

|Identical Recommendations | International Standards

—~ ITU-T Recommendation T.81 (1992) JISO/IEC 10918-1:1994, Information technology
compression and coding of continuous-tone still images.: Requirements and guidelines.

—  ITU-T Recommendation T.88 (2000) | ISO/IEC 14492:2001, Information technology — Los
coding of bi-level images.
—  ISO/IEC 646:1991, Information technology — ISO 7-bit coded character set for information intd

Latin alphabet No. 9.

—  ITU-T Recommendation T.84 (1996) | ISO/IEC 10918-3:1997, Information technology
compression,and/coding of continuous-tone still images: Extensions.

- ITU-T Retommendation T.84 (1996)/Amd.1 (1999) | ISO/IEC 10918-3:1997/Amd.1:1999, In
technology — Digital compression and coding of continuous-tone still images: Extd
Améndment 1: Provisions to allow registration of new compression types and versions in 1
hegder.

- </ ITU-T Recommendation T.86 (1998) | ISO/IEC 10918-4:1999, Information technology

- ISO 8859-15:1999, Information technology — 8-bit single-byte coded graphic character sets +

a;

- provides guidance on encoding processes for converting source image data to compressed-imagg data;

this text,
indicated
d on this
pst recent
currently
currently

— Digital
v/lossless

rchange.
Part 15:

— Digital

formation
nsions —

e SPIFF

— Digital

f‘flmrll/'ﬂ{‘(“lnl/l nmr] nnr’nng nfﬁnn11n11n1lc tone ot1ll rmngnc Dorncfvnhnw nf IDI.T'(" Dvn{‘]oc SPIE

" Profiles,

SPIFF Tags, SPIFF colour Spaces, APPn Markers, SPIFF Compresszon lypes and Registration

Authorities (REGAUT).

— ITU-T Recommendation T.87 (1998) | ISO/IEC 14495-1:1999, Lossless and near-lossless compression

of continuous-tone still images — Baseline.

Additional references
—  Specification ICC.1:1998-09, File format for Color Profiles.

— IEC 61966-2-1:1999, Multimedia systems and equipment — Colour measurement and management —

Part 2-1: Colour management — Default RGB colour space — sRGB.
—  W3CREC-xml-19980210, Extensible Markup Language (XML 1.0).
— IETF RFC 2279 (1998), UTF-8, a transformation format of ISO 10646.
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— ISO/IEC 11578:1996, Information technology — Open Systems Interconnection — Remote Procedure
Call.

— IEC 61966-2-1:1999/Amd.1:2003, Multimedia systems and equipment — Colour measurement and
management — Part 2-1: Colour management — Default RGB colour space — sRGB.

3 Definitions

For the purposes of this Recommendation | International Standard, the following definitions apply.

31 LxJ, floor function: This indicates the largest integer not exceeding x.
3.2 [x], ceiling function: This indicates the smallest integer not exceeded by x.
33 5-3 reversible filter: A particular filter pair used in the wavelet transformation. This reversible filter pair

has 5 tapg in the low-pass and 3 taps in the high-pass.

34 9-7 irreversible filter: A particular filter pair used in the wavelet transformation. This irreversible|filter pair
has 9 tapg in the low-pass and 7 taps in the high-pass.

35 AND: Bit wise AND logical operator.

3.6 arithmetic coder: An entropy coder that converts variable length strings to varidbl¢ length codes (encoding)
and visa yersa (decoding).

3.7 auxiliary channel: A channel that is used by the application outside the s€op€ of colourspace convdrsion. For
example, pn opacity channel or a depth channel would be an auxiliary channel.

3.8 bit: A contraction of the term "binary digit"; a unit of information trepresented by a zero or a one.

3.9 bit-plane: A two dimensional array of bits. In this Recommendation | International Standard a bit-plane refers
to all the pits of the same magnitude in all coefficients or samples. Fhis could refer to a bit-plane in a compdnent, tile-
componeipt, code-block, region of interest, or other.

3.10 it stream: The actual sequence of bits resulting from the coding of a sequence of symbols. If does not
include the markers or marker segments in the main and tile-part headers or the EOC marker. It does include gny packet
headers and in stream markers and marker segments not.found within the main or tile-part headers.

3.11 ig endian: The bits of a value representation occur in order from most significant to least significart.

3.12 ox: A portion of the file format definéd by a length and unique box type. Boxes of some types mgy contain
other boxgs.

3.13 ox contents: Refers to the data-wrapped within the box structure. The contents of a particular box [are stored

within thd DBox field within the box 'data structure.

3.14 ox type: Specifies the'kind of information that shall be stored with the box. The type of a particylar box is
stored within the TBox field-within the box data structure.

3.15 byte: Eight bits!

3.16 channel:One logical component of the image. A channel may be a direct representation of one gomponent
from the ¢odestreany;’or may be generated by the application of a palette to a component from the codestream.

3.17 cleanup pass: A coding pass performed on a single bit-plane of a code-block of coefficients. The| first pass
and only *nding pass for the first Qigniﬁ(‘ant hi‘r-plnnP is a (‘]Pﬂnnp pass: the third and the last pass of everv emaining

bit-plane is a cleanup pass.

3.18 codestream: A collection of one or more bit streams and the main header, tile-part headers, and the EOC
required for their decoding and expansion into image data. This is the image data in a compressed form with all of the
signalling needed to decode.

3.19 code-block: A rectangular grouping of coefficients from the same sub-band of a tile-component.

3.20 code-block scan: The order in which the coefficients within a code-block are visited during a coding pass.
The code-block is processed in stripes, each consisting of four rows (or all remaining rows if less than four) and
spanning the width of the code-block. Each stripe is processed column by column from top to bottom and from left to
right.

3.21 coder: An embodiment of either an encoding or decoding process.
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3.22 coding pass: A complete pass through a code-block where the appropriate coefficient values and context are
applied. There are three types of coding passes: significance propagation pass, magnitude refinement pass and cleanup
pass. The result of each pass (after arithmetic coding, if selective arithmetic coding bypass is not used) is a stream of
compressed image data.

3.23 coefficient: The values that are result of a transformation.

3.24 colour channel: A channel that functions as an input to a colour transformation system. For example, a red
channel or a greyscale channel would be a colour channel.

3.25 component: A two-dimensional array of samples. A image typically consists of several components, for
instance representing red, green, and blue.

3.26 compressed image data: Part or all of a bit stream. Can also refer to a collection of bit streams in part or all
of a codestream.

3.27 onforming reader: An application that reads and interprets a JP2 file correctly.

3.28 ontext: Function of coefficients previously decoded and used to condition the decoding~of the present
coefficie

3.29 ontext label: The arbitrary index used to distinguish different context values. The,dabels are used as a
convenierjce of notation rather than being normative.

3.30 context vector: The binary vector consisting of the significance states of the-coefficients inclpded in a
context.

3.31 decoder: An embodiment of a decoding process, and optionally a colour \trahsformation process.

3.32 decoding process: A process which takes as its input all or part ef@codestream and outputs all of part of a

reconstru¢ted image.

3.33 decomposition level: A collection of wavelet sub-bands where each coefficient has the same spatial|impact or
span with respect to the source component samples. These includesthe HL, LH, and HH sub-bands of the [same two
dimensiomal sub-band decomposition. For the last decomposition.level the LL sub-band is also included.

3.34 delimiting markers and marker segments: Markers and marker segments that give information about
beginning and ending points of structures in the codestream:

3.35 discrete wavelet transformation (DWT):A" transformation that iteratively transforms one signal ifito two or
more filtgred and decimated signals corresponditig to different frequency bands. This transformation operates on
spatially discrete samples.

3.36 encoder: An embodiment of an éneoding process.

3.37 encoding process: A process that takes as its input all or part of a source image data and [outputs a
codestrean.

3.38 file format: A codestream and additional support data and information not explicitly requirdd for the

decoding [of codestream. Bxamples of such support data include text fields providing titling, security and|historical
informatign, data to support placement of multiple codestreams within a given data file, and data to support|exchange
between platforms or‘eonversion to other file formats.

3.39 fixed information markers and fixed information marker segments: Markers and marker seggents that
offer infofmation' about the original image.
3.40 funetions formation

about the coding procedures.

341 grid resolution: The spatial resolution of the reference grid, specifying the distance between neighboring
points on the reference grid.

3.42 guard bits: Additional most significant bits that have been added to sample data.

3.43 header: Either a part of the codestream that contains only markers and marker segments (main header and
tile-part header) or the signalling part of a packet (packet header).

3.44 HH sub-band: The sub-band obtained by forward horizontal high-pass filtering and vertical high-pass
filtering. This subband contributes to reconstruction with inverse vertical high-pass filtering and horizontal high-pass
filtering.

ITU-T Rec. T.800 (08/2002 E) 3


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

345 HL sub-band: The sub-band obtained by forward horizontal high-pass filtering and vertical low-pass
filtering. This sub-band contributes to reconstruction with inverse vertical low-pass filtering and horizontal high-pass
filtering.

3.46 image: The set of all components.

3.47 image area: A rectangular part of the reference grid, registered by offsets from the origin and the extent of the
reference grid.

3.48 image area offset: The number of reference grid points down and to the right of the reference grid origin
where the origin of the image area can be found.

3.49 image data: The components and component samples making up an image. Image data can refer to either the
source image data or the reconstructed image data.

3.50 in-bit-stream markers and in-bit-stream marker segments: Markers and marker segments that provide
error resilfence Tunctionality.

3.51 informational markers and informational marker segments: Markers and marker segments [that offer
ancillary fnformation.

3.52 irreversible: A transformation, progression, system, quantization, or other process_that, due to systemic or
quantizatifon error, disallows lossless recovery. An irreversible process can only lead to lossy compression.

3.53 P2 file: The name of a file in the file format described in this Recommendation | International|Standard.
Structurallly, a JP2 file is a contiguous sequence of boxes.

3.54 JPEG: Used to refer globally to the encoding and decoding process.of the following Recommendations |
Internatiopal Standards:

— ITU-T Rec. T.81 | ISO/IEC 10918-1, Information technélogy — Digital compression and foding of
continuous-tone still images: Requirements and guidelines;

—  ITU-T Rec. T.83 | ISO/IEC 10918-2, Information<technology — Digital compression and foding of
continuous-tone still images: Compliance testing;

—  ITU-T Rec. T.84 | ISO/IEC 10918-3, Information technology — Digital compression and foding of
continuous-tone still images: Extensions;

—  ITU-T Rec. T.84 | ISO/IEC 10918-3/Amd:1, Information technology — Digital compression aphd coding
of continuous-tone still images: Extensions — Amendment 1: Provisions to allow registratign of new
compression types and versions in the"SPIFF header;

—  ITU-T Rec. T.86 | ISO/IEC%10918-4, Information technology — Digital compression and foding of
continuous-tone still imaggsi-Registration of JPEG Profiles, SPIFF Profiles, SPIFF Tags, SPIFF colour
Spaces, APPn Markers,-SPIFF, Compression types and Registration Authorities (REGAUT).

3.55 UJPEG 2000: Used to refer globally to the encoding and decoding processes in this Recommgndation |
Internatiohal Standard and their'embodiment in applications.

3.56 [ILH sub-band: The sub-band obtained by forward horizontal low-pass filtering and vertical [high-pass
filtering. [This sub-band.contributes to reconstruction with inverse vertical high-pass filtering and horizontal low-pass
filtering.

3.57 |[LL sub-band: The sub-band obtained by forward horizontal low-pass filtering and vertical low-pass filtering.
This sub-band'contributes to reconstruction with inverse vertical low-pass filtering and horizontal low-pass filfering.

sl of a tile-

3.58 er—Acollection of compressedimage ¢ om—coding passesof on

component. Layers have an order for encoding and decoding that must be preserved.

3.59 lossless: A descriptive term for the effect of the overall encoding and decoding processes in which the output
of the decoding process is identical to the input to the encoding process. Distortion-free restoration can be assured. All
of the coding processes or steps used for encoding and decoding are reversible.

3.60 lossy: A descriptive term for the effect of the overall encoding and decoding processes in which the output of
the decoding process is not identical to the input to the encoding process. There is distortion (measured
mathematically). At least one of the coding processes or steps used for encoding and decoding is irreversible.

3.61 magnitude refinement pass: A type of coding pass.

3.62 main header: A group of markers and marker segments at the beginning of the codestream that describe the
image parameters and coding parameters that can apply to every tile and tile-component.

4 ITU-T Rec. T.800 (08/2002 E)
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3.63 marker: A two-byte code in which the first byte is hexadecimal FF (0xFF) and the second byte is a value
between 1 (0x01) and hexadecimal FE (0xFE).

3.64 marker segment: A marker and associated (not empty) set of parameters.
3.65 mod: mod(y,x) = z, where z is such that 0 <z < x, and such that y — z is a multiple of x.
3.66 packet: A part of the bit stream comprising a packet header and the compressed image data from one layer of

one precinct of one resolution level of one tile-component.
3.67 packet header: Portion of the packet that contains signalling necessary for decoding that packet.

3.68 pointer markers and pointer marker segments: Markers and marker segments that offer information about
the location of structures in the codestream.

3.69 precinct: A one rectangular region of a transformed tile-component, within each resolution level, used for

3.70 precision: Number of bits allocated to a particular sample, coefficient, or other binary [umerical
representgtion.

3.71 progression: The order of a codestream where the decoding of each successive bit contributes to[a "better"
reconstru¢tion of the image. What metrics make the reconstruction "better" is a function df.'the application. Some
examples|of progression are increasing resolution or improved sample fidelity.

3.72 quantization: A method of reducing the precision of the individual coefficients to reduce the number of bits
used to eptropy-code them. This is equivalent to division while compressing and_multiplying while decorppressing.
Quantizatjon can be achieved by an explicit operation with a given quantization:value or by dropping (tfuncating)
coding pakses from the codestream.

3.73 raster order: A particular sequential order of data of any type within an array. The raster order star{s with the
top left dyta point and moves to the immediate right data point, and $0 on, to the end of the row. After the ¢nd of the
row is regched the next data point in the sequence is the left-most data' point immediately below the currentfrow. This
order is cpntinued to the end of the array.

3.74 reconstructed image: An image that is the output 6f\adecoder.

3.75 reconstructed sample: A sample reconstructed by the decoder. This always equals the original sample value
in lossles§ coding but may differ from the original sampl¢ value in lossy coding.

3.76 reference grid: A regular rectangular array of points used as a reference for other rectangular arrays of data.
Exampleg include components and tiles.

3.77 reference tile: A rectangular sub=grid of any size associated with the reference grid.

3.78 region of interest (ROI): ‘A collections of coefficients that are considered of particular relevancg¢ by some
user-defirjed measure.

3.79 resolution level: Equivalent to decomposition level with one exception: the LL sub-band is also p separate
resolution] level.

3.80 reversible: A transformation, progression, system, or other process that does not suffer syptemic or
quantizatiion error dnd, therefore, allows lossless signal recovery.

3.81 ampleOne element in the two-dimensional array that comprises a component.

3.82 [egmentation symbol: A special symbol coded with a uniform context at the end of each coding pass for
error resilience.

3.83 selective arithmetic coding bypass: A coding style where some of the code-block passes are not coded by

the arithmetic coder. Instead the bits to be coded are appended directly to the bit stream without coding.

3.84 shift: Multiplication or division of a number by powers of two.
3.85 sign bit: A bit that indicates whether a number is positive (zero value) or negative (one value).
3.86 sign-magnitude notation: A binary representation of an integer where the distance from the origin is

expressed with a positive number and the direction from the origin (positive or negative) is expressed with a separate
single sign bit.

3.87 significance propagation pass: A coding pass performed on a single bit-plane of a code-block of
coefficients.

ITU-T Rec. T.800 (08/2002 E) 5
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3.88 significance state: State of a coefficient at a particular bit-plane. If a coefficient, in sign-magnitude notation,
has the first magnitude 1 bit at, or before, the given bit-plane it is considered "significant". If not, it is considered
"insignificant".

3.89 source image: An image used as input to an encoder.

3.90 sub-band: A group of transform coefficients resulting from the same sequence of low-pass and high-pass
filtering operations, both vertically and horizontally.

3.91 sub-band coefficient: A transform coefficient within a given sub-band.
3.92 sub-band decomposition: A transformation of an image tile-component into sub-bands.
3.93 superbox: A box that itself contains a contiguous sequence of boxes (and only a contiguous sequence of

boxes). As the JP2 file contains only a contiguous sequence of boxes, the JP2 file is itself considered a superbox. When
used as part of a relationship between two boxes, the term "superbox" refers to the box which directly contains the other
box.

3.94 tile: A rectangular array of points on the reference grid, registered with and offset from the-refefence grid
origin and defined by a width and height. The tiles which overlap are used to define tile-components.

3.95 tile-component: All the samples of a given component in a tile.
3.96 tile index: The index of the current tile ranging from zero to the number of tiles minus one.
3.97 tile-part: A portion of the codestream with compressed image data for some, or all, of a tile. The tile-part

includes gt least one, and up to all, of the packets that make up the coded tile.

3.98 tile-part header: A group of markers and marker segments at the) ‘beginning of each tile-pprt in the
codestreafn that describe the tile-part coding parameters.

3.99 tile-part index: The index of the current tile-part ranging from zgro to the number of tile-parts minys one in a
given tile

3.100 |transformation: A mathematical mapping from one sighal space to another.
3.101 transform coefficient: A value that is the result of'a‘tfansformation.

3.102  [XOR: Exclusive OR logical operator.

4 Abbreviations and symbols

4.1 Abbreviations

For the pyrposes of this Recommendation | International Standard, the following abbreviations apply.

CCITT International*Telegraph and Telephone Consultative Committee, now ITU-T

CC Internatipnal Colour Consortium

CT Irfeversible Component Transform

EC International Electrotechnical Commission
SO International Organization for Standardization

TTF Information Technology Task Force

ITU International Telecommunication Union

ITU-T  International Telecommunication Union — Telecommunication Standardization Sector (formerly
the CCITT)

JPEG Joint Photographic Experts Group — The joint ISO/ITU committee responsible for developing
standards for continuous-tone still picture coding. It also refers to the standards produced by this
committee: ITU-T Rec. T.81 | ISO/IEC 10918-1, ITU-T Rec. T.83 | ISO/IEC 10918-2, ITU-T
Rec. T.84 | ISO/IEC 10918-3 and ITU-T Rec. T.87 | ISO/IEC 14495.

JURA JPEG Utilities Registration Authority
ID-DWT One-dimensional Discrete Wavelet Transformation
FDWT  Forward Discrete Wavelet Transformation

IDWT Inverse Discrete Wavelet Transformation

6 ITU-T Rec. T.800 (08/2002 E)
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LSB Least Significant Bit
MSB Most Significant Bit
PCS Profile Connection Space
RCT Reversible Component Transform
ROI Region Of Interest
SNR Signal-to-Noise Ratio
UCSsS Universal Character Set
URI Uniform Resource Identifier
URL Uniform Resource Locator
UTF-8  UCS Transformation Format 8
[BE1D Bmiversat-Bmique Tdentifier
XML Extensible Markup Language
(W3C World-Wide Web Consortium
4.2 Symbols
For the pyrposes of this Recommendation | International Standard, the following symbolsjapply.
0x----  Denotes a hexadecimal number
nnn A three-digit number preceded by a backslash indicates the value*of a single byte within g character
string, where the three digits specify the octal value of that-byte
€5 Exponent of the quantization value for a sub-band defined‘in QCD and QCC
Ly Mantissa of the quantization value for a sub-band defined in QCD and QCC
M), Maximum number of bit-planes coded in a given‘code-block
N Number of decomposition levels as defined.innCOD and COC
Ry Dynamic range of a component sample as defined in SIZ
COC  Coding style component marker
COD  Coding style default marker
COM  Comment marker
CRG  Component registrationmarker
PH End of packet headet\marker
ocC End of codestream marker
LM  Packet length;'main header marker
LT Packet length, tile-part header marker
OC Progression order change marker
PM Packed packet headers, main header marker
PT, Packed packet headers, tile-part header marker
€C  Quantization component marker
QCD  Quantization default marker
RGN  Region-of-interest marker
SIZ Image and tile size marker
SOC Start of codestream marker
SOp Start of packet marker
SOD Start of data marker
SOT Start of tile-part marker
TLM  Tile-part lengths marker

ITU-T Rec. T.800 (08/2002 E) 7
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5 General description

This Recommendation | International Standard describes an image compression system that allows great flexibility, not
only for the compression of images, but also for the access into the codestream. The codestream provides a number of
mechanisms for locating and extracting portions of the compressed image data for the purpose of retransmission,
storage, display, or editing. This access allows storage and retrieval of compressed image data appropriate for a given
application, without decoding.

The division of both the original image data and the compressed image data in a number of ways leads to the ability to
extract image data from the compressed image data to form a reconstructed image with lower resolution or lower
precision, or regions of the original image. This allows the matching of a codestream to the transmission channel,
storage device, or display device, regardless of the size, number of components, and sample precision of the original
image. The codestream can be manipulated without decoding to achieve a more efficient arrangement for a given
application.

Thus, the[sophisticated features of this Recommendation | International Standard allow a single codestream {o be used
efficiently by a number of applications. The largest image source devices can provide a codestreanthaf is easily
processed| for the smallest image display device, for example.

In generadll, this Recommendation | International Standard deals with three domains: spatial (samples), trgnsformed
(coefficiepts), and compressed image data. Some entities (e.g., tile-component) have meaning/in all three| domains.
Other entfties (e.g., code-block or packet) have meaning in only one domain (e.g., transfortned or compresged image
data, resppctively). The splitting of an entity into other entities in the same domain (e.g., ¢component to tile-components)
is describgd separately for each of the domains.

5.1 |Purpose

There are|four main elements described in this Recommendation | International Standard:

—  Encoder: An embodiment of an encoding process. Ansncoder takes as input digital source inage data
and parameter specifications, and by means of a set of procedures generates as output a codestrgam.

—  Decoder: An embodiment of a decoding process. A decoder takes as input compressed imagg¢ data and
parameter specifications, and by means of a«specified set of procedures generates as output digital
reconstructed image data.

—  Codestream syntax: A representation ‘of the compressed image data that includes all [parameter
specifications required by the decoding process.

—  Optional file format: The optional\file format is for exchange between application environnjents. The
codestream can be used by othet_file formats or stand-alone without this file format.

5.2 Codestream

The codestream is a linear streamof ‘bits from the first bit to the last bit. For convenience, it can be divided into (8-bit)
bytes, starting with the first bit\of the codestream, with the "earlier" bit in a byte viewed as the most signifi¢ant bit of
the byte When given e.g., @ hexadecimal representation. This byte stream may be divided into groups of cgnsecutive
bytes. Th¢ hexadecimal value representation is sometimes implicitly assumed in the text when describing bytep or group
of bytes that do not haye'a "natural”" numeric value representation.

53 Coding principles

The mair] procedures for this Recommendation | International Standard are shown in Figure 5-1. This $hows the
decoding order only. The compressed image data is already conceptually assigned to portions of the image data.
Procedures are presented in the Annexes in the order of the decoding process. The coding process is summarized below.

NOTE 1 — Annexes A through I are considered normative to this Recommendation | International Standard. Certain denoted
sub-clauses and notes and all examples are informative, however.

Many images have multiple components. This Recommendation | International Standard has a multiple component
transformation to decorrelate three components. This is the only function in this Recommendation | International
Standard that relates components to each other. (See Annex G.)

The image components may be divided into tiles. These tile-components are rectangular arrays that relate to the same
portion of each of the components that make up the image. Thus, tiling of the image actually creates tile-components
that can be extracted or decoded independently of each other. This tile independence provides one of the methods for
extracting a region of the image. (See Annex B.)

8 ITU-T Rec. T.800 (08/2002 E)
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The tile-components are decomposed into different decomposition levels using a wavelet transformation. These
decomposition levels contain a number of sub-bands populated with coefficients that describe the horizontal and
vertical spatial frequency characteristics of the original tile-components. The coefficients provide frequency information
about a local area, rather than across the entire image like the Fourier transformation. That is, a small number of
coefficients completely describe a single sample. A decomposition level is related to the next decomposition level by a
spatial factor of two. That is, each successive decomposition level of the sub-bands has approximately half the
horizontal and half the vertical resolution of the previous. Images of lower resolution than the original are generated by
decoding a selected subset of these sub-bands. (See Annex F.)

Although there are as many coefficients as there are samples, the information content tends to be concentrated in just a
few coefficients. Through quantization, the information content of a large number of small-magnitude coefficients is
further reduced (Annex E). Additional processing by the entropy coder reduces the number of bits required to represent
these quantized coefficients, sometimes significantly compared to the original image. (See Annexes C, D, and B.)

—»> Codestream syntax (Annex A) —»
I o
50
<
ROI £
(Annex H) E
Q
g E
= \ 4 \ 4 \ 4 =
E 2
3 <
) . . . el
O . Arithmetic Coefficient . . DC, comp. 2
—p D?Engiiegr)lg — coding  — bit modelling —» Q(lrr?r?;?tg;n —> Tr?zslfgggl;t;on_» transformationf—» §
(Annex C) (Annex D) (Annex G) 2
g
[

—> File format (optional, Anaex I) —»

T.800_F5-

Figure 5-1 — Specification block diagram

The indiyidual sub-bands of a tile-component .are, ‘further divided into code-blocks. These rectangular |arrays of
coefficierits can be extracted independently. The-individual bit-planes of the coefficients in a code-block are goded with
three coding passes. Each of these coding passes collects contextual information about the bit-plane compresped image
data. (Seg Annex D.) An arithmetic coder uses this contextual information, and its internal state, to [decode a
compressed bit stream. (See Annex C.)”Different termination mechanisms allow different levels of inflependent
extractior] of this coding pass compressed image data.

The bit sfream compressed image* data created from these coding passes is grouped in layers. Layers arg arbitrary
groupingq of coding passes from code-blocks. (See Annex B.)

NOTE]|2 — Although there is’great flexibility in layering, the premise is that each successive layer contributes to a higher quality
image.

Sub-band|coefficiehts at each resolution level are partitioned into rectangular areas called precincts. (See Anngx B.)
Packets afe a fundamental unit of the compressed codestream. A packet contains compressed image data from| one layer
of a precinct of one resolution level of one tile-component. Packets provide another method for extracting a spatial

region independently from the codestream. Ihese packets arc interieaved in the codestream using a tew different
methods. (See Annex B.)

A mechanism is provided that allows the compressed image data corresponding to regions of interest in the original tile-
components to be coded and placed earlier in the bit stream. (See Annex H.)

Several mechanisms are provided to allow the detection and concealment of bit errors that might occur over a noisy
transmission channel. (See D.5 and J.7.)

The codestream relating to a tile, organized in packets, are arranged in one, or more, tile-parts. A tile-part header,
comprised of a series of markers and marker segments, contains information about the various mechanisms and coding
styles that are needed to locate, extract, decode, and reconstruct every tile-component. At the beginning of the entire
codestream is a main header, comprised of markers and marker segments, that offers similar information as well as
information about the original image. (See Annex A.)

ITU-T Rec. T.800 (08/2002 E) 9
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The codestream is optionally wrapped in a file format that allows applications to interpret the meaning of, and other
information about, the image. The file format may contain data besides the codestream. (See Annex 1.)

In review

At this p

, procedures that divide the original image are the following:

—  The components of the image are divided into rectangular tiles. The tile-component is the ba
the original or reconstructed image.

—  Performing the wavelet transformation on a tile-component creates decomposition levels.

—  These decomposition levels are made up of sub-bands of coefficients that describe the

sic unit of

frequency

characteristics of local areas (rather than across the entire tile-component) of the tile-component.

—  The sub-bands of coefficients are quantized and collected into rectangular arrays of code-blocks.

—  Each bit-plane of the coefficients in a code-block are entropy coded in three types of coding passes.

—  Some of the coefficients can be coded first to provide a region of interest.

stream unfits into the codestream are the following:

6

—  The compressed image data from the coding passes are collected in layers.

—  Packets are composed compressed image data from one precinct of a single layer.of a single
level of a single tile-component. The packets are the basic unit of the compressed’image data.

—  The tile-parts have a descriptive tile-part header and can be interleaved in some orders.
decomposition and coding styles.

application.

[Encoder requirements

An encoding process converts source image data to compressed image data. Annexes A, B, C, D, E, F,

describe t

An encod

Standard,
specified

he encoding process. All encoding processes are.specified informatively.

an encoder shall convert source image-data to compressed image data, that conform to the codestre
n Annex A.

7 r)ecoder requirements
g

A decodi
specify th

A decodd
Standard,
syntax sp

There is
particular|

7.1

process converts eompressed image data to reconstructed image data. Annexes A through H de
e decoding process: All decoding processes are normative.

a decoder-shall convert all, or specific parts of, any compressed image data that conform to the ¢
pcified inAnnex A to a reconstructed image.

implementation techniques for illustrative purposes only.

int the image data is fully converted to compressed image data. The procedures that reassembld these bit

resolution

— Al the packets from a tile are interleaved in one of several orders and placed in one, or more, tile-parts.

—  The codestream has a main header at the beginning that describes“the original image and tlye various

—~  The optional file format describes the meaning of the image ‘and its components in the context of the

G, and H

er is an embodiment of the encoding process. In order to conform to this Recommendation | International

hm syntax

cribe and

r is an embodintent of the decoding process. In order to conform to this Recommendation | International

bdestream

ho/normative or required implementation for the encoder or decoder. In some cases, the descriptions use

Codestream syntax requirements

Annex A describes the codestream syntax that defines the coded representation of compressed image data for exchange
between application environments. Any compressed image data shall comply with the syntax and code assignments
appropriate for the coding processes defined in the Recommendation | International Standard.

This Recommendation | International Standard does not include a definition of compliance or conformance. The
parameter values of the syntax described in Annex A are not intended to portray the capabilities required to be
compliant.

10
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7.2 Optional file format requirements

Annex I describes the optional file format containing metadata about the image in addition to the codestream. This data
allows, for example, screen display or printing at a specific resolution. The optional file format, when used, shall
comply with the file format syntax and code assignments appropriate for the coding processes defined in the
Recommendation | International Standard.

8 Implementation requirements

There is no normative or required implementation for this Recommendation | International Standard. In some cases, the
descriptions use particular implementation techniques for illustrative purposes only.

ITU-T Rec. T.800 (08/2002 E) 11
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Annex A

Codestream syntax

(This annex forms an integral part of this Recommendation | International Standard)

In this annex and all of its subclauses, the flow charts and tables are normative only in the sense that they are defining

an output that alternative implementations shall duplicate.

This annex specifies the marker and marker segment syntax and semantics defined by this Recommendation |
International Standard. These markers and marker segments provide codestream information for this Recommendation |
International Standard. Further, this annex provides a marker and marker segment syntax that is designed to be used in

future specifications that include this Recommendation | International Standard as a normative reference.

This Recpmmendation | International Standard does not include a definition of compliance or conferi

This Redommendation | International Standard uses markers and marker segments\to delimit and 5
characteristics of the source image and codestream. This set of markers and jmarker segments is thg
informatipn needed to achieve the features of this Recommendation | International.Standard and is not a file
minimal flile format is offered in Annex I.

Main and]tile-part headers are collections of markers and marker segments. The main header is found at the
of the codlestream. The tile-part headers are found at the beginning of €ach tile-part (see below). Some m3
marker segments are restricted to only one of the two types of headers Wwhile others can be found in either.

Every marker is two bytes long. The first byte consists of a single OxFF byte. The second byte denotes th
marker arjd can have any value in the range 0x01 to OxFE. Many.of these markers are already used in ITU-T §
ISO/IEC | 0918-1 and ITU-T Rec. T.84 | ISO/IEC 10918-3 andshall be regarded as reserved unless specificall

A marker] segment includes a marker and associated parameters, called marker segment parameters. In eve
segment the first two bytes after the marker shall betan unsigned value that denotes the length in bytes of t
segment farameters (including the two bytes of thisdéngth parameter but not the two bytes of the marker itself
marker s¢ggment that is not specified in the Recommendation | International Standard appears in a codes
decoder shall use the length parameter to discard the marker segment.

A.l.1 Types of markers and marker segments

Six types of markers and marker segments are used: delimiting, fixed information, functional, in-bit stream, p

ince. The
red to be

ignal the
minimal
format. A

beginning
rkers and

e specific
bec. T.81 |
y used.

ry marker
he marker
). When a
ream, the

inter, and

informatipnal. Delimiting markers and marker segments are used to frame the main and tile-part headegs and the

bit-strean] data. Fixed information marker segments give required information about the image. The locatio
marker sggments, like delimiting marker and marker segments, is specified. Functional marker segments a
describe fhe coding functions used. In-bit-stream markers and marker segments are used for error resilieng
marker spgments provide specific offsets in the bit stream. Informational marker segments provide
informatign.

h of these
e used to
e. Pointer

ancillary

A.1.2 Syntax similarity with ITU-T Rec. T.81 | ISO/IEC 10918-1

The marker and marker segment syntax uses the same construction as defined in ITU-T Rec. T.81 | ISO/IEC 10918-1.

The marker range 0xFF30 to OxFF3F is reserved by this Recommendation | International Standard for markers without
marker segment parameters. Table A.1 shows in which specification these markers and marker segments are defined.
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Table A.1 — Marker definitions

Marker code range Standard definition
0xFF00, 0xFF01, OxFFFE, 0OxFFCO to OxFFDF Defined in ITU-T Rec. T.81 | ISO/IEC 10918-1
0xFFFO to 0xFFF6 Defined in ITU-T Rec. T.84 | ISO/IEC 10918-3
O0xFFF7 to 0xFFF8 Defined in ITU-T Rec. T.87 | ISO/IEC 14495-1
O0xFF4F to OxFF6F, 0xFF90 to 0xFF93 Defined in this Recommendation | International Standard
0xFF30 to OxFF3F Reserved for definition as markers only (no marker segments)
All other values reserved

A.1.3 Marker and marker segment and codestream rules

—  Marker segments, and therefore the main and tile-part headers, are a multiple of 8 bits (one byte).

Further, the bit stream data between the headers and before the EOC marker (see A.4.4) are
also be aligned to a multiple of 8 bits.

- All marker segments in a tile-part header apply only to the tile to which they belong.

markers or marker segments in a tile-part header.

—  Delimiting and fixed information marker and marker segments must appe€ar at specific poi
codestream.

alteration, or editing of the codestream has been performed, the marker segments shall be
necessary.

- All parameter values in marker segments are big endian.

—  Marker segments can appear in any order in a given hedder. Exceptions are the delimiting mj
marker segments and the fixed information marker segments.

—  All markers with the marker code between 0xFF30 and 0xFF3F have no marker segment p
They shall be skipped by the decoder.

—  Some marker segments have values assigfied to groups of bits within a parameter. In some ¢
are bits, denoted by "x," that are not assigned a value for any field within a parameter. The ¢
shall contain a value of zero for all.sgch bits. The decoder shall ignore these bits.

NOTE|- The markers in the range 0xFF30 to OxFF3F may be used by future extensions. They may or may not be sk
decodgr without ramification.

A.l4 ey to graphical descriptions (informative)

Each marker segment is described in terms of its function, usage, and length. The function describes the in
in the marker segment.\The usage describes the logical location and frequency of this marker segn
. The length describes which parameters determine the length of the marker segment.

These degcriptions are_followed by a figure that shows the order and relationship of the parameters in tl
segment. [Figure A.1ghows an example of this type of figure. The marker segments are designated by the t
code of the markér \associated with the marker segment. The parameter symbols have capital letter de|
followed |py thesmarker's symbol in lower-case letters. A rectangle is used to indicate a parameter's locat]
marker sggment./The width of the rectangle is proportional to the number of bytes of the parameter. A shaded

padded to

—  All marker segments in the main header apply to the whole image unless spegifically overridden by

nts in the

- The marker segments shall correctly describe the image as represenfed by the codestream. If truncation,

pdated, if

irkers and
hirameters.

hses there
bdestream

ipped by a

formation
ent in the

e marker
hree-letter
signations
on in the
rectangle

(diagonal|stripes) indicates that the parameter is of varying size. Two parameters with superscripts and a

grey area

between indicate a run of several of these parameters.

8-bit parameter

16-bit marker 32-bit parameter Run of n parameters
| o T
5 !
MAR | Lmar g Bmar Cmar Emar' Emar”
I T.800_FA-1

Variable-size parameter

Figure A.1 — Example of the marker segment description figures

ITU-T Rec. T.800 (08/2002 E)

13


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

The figure is followed by a list that describes the meaning of each parameter in the marker segment. If parameters are
repeated, the length and nature of the run of parameters is defined. As an example, in Figure A.1, the first rectangle
represents the marker with the symbol MAR. The second rectangle represents the length parameter. Parameters Amar,
Bmar, Cmar, and Dmar are 8-, 16-, 32-bit and variable length respectively. The notation Emar' implies that there are n
different parameters, Emar’, in a row.

After the list is a table that either describes the allowed parameter values or provides references to other tables that
describe these values. Tables for individual parameters are provided to describe any parameter without a simple
numerical value. In some cases these parameters are described by a bit value in a bit field. In this case, an "x" is used to
denote bits that are not included in the specification of the parameter or sub-parameter in the corresponding row of the
table.

Some marker segment parameters are described using the notation "Sxxx" and "SPxxx" (for a marker symbol, XXX).
The Sxxx parameter selects between many possible states of the SPxxx parameter. According to this selection, the
SPxxx parameter or parameter list is modified.

A2 [Information in the marker segments
Table A.] lists the markers specified in this Recommendation | International Standard. Table A.3 shows a list of which
informatign is provided by which marker and marker segments.
Table A.2 — List of markers and marker segments
Symbol Code Main header Tile-part header
Delimiting markers and marker segments
Start of cpdestream SOC OxFF4F required? not allpwed
Start of tile-part SOT 0xFF90 not allowed required
Start of dpta SOD OxFF93 not allowed last mprker
End of cddestream EOC 0xFFD9 not allowed not allpwed
Fixed information marker segments
Image anf tile size S17Z, O0xFF51 required not allpwed
Functionfal marker segments
Coding s{yle default €OD O0xFF52 required optignal
Coding s{yle component CcocC 0xFF53 optional optignal
Region-of-interest RGN 0xFF5E optional optidnal
Quantizafion default QCD O0xFF5C required optignal
Quantizafion component QCC 0xFF5D optional optignal
Progressipn order change® POC O0xFFSF optional optignal
Pointer marker segments TLM OxFF55 optional not allpwed
Tile-part [engths PLM 0xFF57 optional not allpwed
Packet lepgth, main header PLT O0xFF58 not allowed optignal
Packet lepgth, tile-partheader PPM 0xFF60 optional not allpwed
Packed pjcket headers) main header® PPT 0xFF61 not allowed optignal
Packed pheket headers, tile-part header® TLM 0xFF55 optional not allpwed
In-bit-stfeamr markers and marker segments
Start of packet Sop OxFFot not-attowed notattowed in tile-
part header, optional
in-bit stream
End of packet header EPH 0xFF92 optional inside | optional inside PPT
PPM marker marker segment or
segment in-bit stream
Informational marker segments
Component registration CRG 0xFF63 optional not allowed
Comment COM 0xFF64 optional optional
a)  "required" means the marker or marker segment shall be in this header; "optional" means it may be used.

b)  The POC marker segment is required if there are progression order changes.

c¢)  Either the PPM or PPT marker segment is required if the packet headers are not distributed in the bit stream. If the PPM
marker segment is used then PPT marker segments shall not be used, and vice versa.

14 ITU-T Rec. T.800 (08/2002 E)
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Table A.3 — Information in the marker segments

A3

Figure A.
lines shoy
location:

Figure A.
part headyg

Information Marker segment

Capabilities
Image area size or reference grid size (height and width)
Tile size (height and width) SIZ
Number of components
Component precision
Component mapping to the reference grid (sub-sampling)
Tile index

i SOT, TLM
Tile-part data length
Progression order
Number of layers COD
Multiple component transformation used
Coding style
Number of decomposition levels
Code-block size

COD, €OC

Code-block style
Wavelet transformation
Precinct size
Region-of-interest shift RGN
No quantization
Quantization derived QCD, QCC
Quantization expounded
Progression starting point
Progression ending point POC
Progression order default
Error resilience SOP
End of packet header EPH
Packet headers PPM, PPT
Packet lengths PLM, PLT
Component registration CRG
Optional information COM

(Construction of the'codestream

r otherjthan the first in a tile.

P shows the construction of the codestream. Figure A.3 shows the main header construction. All o
v required matker segments. The following markers and marker segments are required to be in
SOC, S1Z;-SOT, SOD, and EOC. The dashed lines show optional or possibly not required marker
1 shows.the construction of the first tile-part header in a given tile. Figure A.5 shows the constructio

[ the solid
a specific
segments.
h of a tile-
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Main header

Tile-part header

SOC

main

SOT

TO, TPO

Required as the first marker

Main header marker segments

Required at the beginning of each tile-part header

Tile 0, tile-part 0 header marker segments

Tile-part header

SOD

!

bit stream

|

SOT

T1, TPO

SOD

!

bit stream

v

EOC

T.800_FA-2

Required at the end of each tile-part header

Tile-part bit stream. Might include SOParid EPH

Required as the last marker in the codestream

Kigure A.2 — Construction of the codestream

ITU-T Rec. T.800 (08/2002 E)



https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

Main header

ISO/IEC 15444-1:2004 (E)

SOC Required as the first marker
S1z Required as the second marker segment
COD Required
¢ -———————- COC Optional; no more than one COC per component
QCD Required
¢ -———————- QcCc Optional; no more than one QCC per component
¢ -———————- RGN Optional; no more than one RGN per component
¢ -——————-—- POC Required in main or tile for any progression order changes
¢ -——————-—- PPM Optional; either PPM or PPT opcodestream packet headers re
- -———————- TLM Optional
- -———————- PLM Optional
¢ ———————— CRG Optional
¢ ———————— COM Optional
T.800_FA3
v

Figure A.3 — Construction of the main header

quired

ITU-T Rec. T.800 (08/2002 E)
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SOT Required as the first marker segment of every tile-part header
¢ -———————- COD Optional; no more than one COD per tile
«-———————- CcoC Optional; no more than one COC per component
= ¢ - QCD Optional; no more than one QCD per tile
o
2
S’ «-———————- QCC Optional; no more than one QCC per component
B
g
2 <¢-———————- RGN Optional; no more than one RGN per component
Q
<
E
3 ¢ —————-——- POC Required if any progression order changes different ftom maifi POC
iz «-—-———-——- PPT Optional; either PPM or PPT or codestream packet headers refjuired
¢ —————-——- PLT Optional
¢ —————-—- COM Optional
A\ 4
N_ SOD Required as the-last marker segment of every tile-part header
T.800_FA-4
Figure A.4 — Construction of the first'tile-part header of a given tile
- . .
SOT Required as the first marker segment of every tile-part header
E\
*; ¢ -———————- POC Required if any progression order changes different from maif POC
- ¢ -———————- PPT Optional; either PPM or PPT or codestream packet headers refjuired
9
i)
E ¢ ——— - - PLT Optional
i
:
3
d ¢ - —————— CcoM Optional
%
\ 4
L& SOD Required as the last marker of every tile-part header
1800 FA-5

Figure A.5 — Construction of a non-first tile-part header

The COD and COC marker segments and the QCD and QCC marker segments have hierarchy of usage. This is
designed to allow tile-components to have dissimilar coding and quantization characteristics with a minimum of

signalling.

For example, the COD marker segment is required in the main header. If all components in all the tiles are coded the
same way, this is all that is required. If there is one component that is coded differently than the others (for example the
luminance component of an image composed of luminance and chrominance components), then the COC can denote
that in the main header. If one or more components are coded differently in different tiles, then the COD and COC are

used in a similar manner to denote this in the tile-part headers.

18 ITU-T Rec. T.800 (08/2002 E)
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The POC marker segment appearing in the main header is used for all tiles unless a different POC appears in the tile-
part header.

With the exceptions of the SOC, SOT, SOD, EOC, and SIZ markers and marker segments, the marker segments can
appear in any order within the respective headers.

A4

Delimiting markers and marker segments

The delimiting marker and marker segments shall be present in all codestreams conforming to this Recommendation |
International Standard. Each codestream has only one SOC marker, one EOC marker, and at least one tile-part. Each
tile-part has one SOT and one SOD marker. The SOC, SOD, and EOC are delimiting markers, not marker segments,
and have no explicit length information or other parameters.

A4.1

Start of codestream (SOC)

Function

Usage: Main header. This is the first marker in the codestream. There shall be only one SOC per codesttean.

Length: |

A4.2

Function
tile shall
codestrea

Usage: EJ
a codestrg

Length: |

ixed.
SOC:

ixed.

SOT:

sot
sot:

Marks the beginning of a codestream specitied in this Recommendation | International Standard.

Marker code.

Table A.4 — Start of codestream parameter values

Parameter Size (bits) Values

SOC 16 O0xFF4F

Start of tile-part (SOT)

Marks the beginning of a tile-part, the index of its tile,;and/the index of its tile-part. The tile-parts pf a given
hppear in order (see TPsot) in the codestream. However, tile-parts from other tiles may be interleajed in the
m. Therefore, the tile-parts from a given tile may notappear contiguously in the codestream.

bery tile-part header. Shall be the first marker s€gment in a tile-part header. There shall be at least ope SOT in
am. There shall be only one SOT per tile-part.

SOTY Lsot | Isot Psot

TPsot
TNsot

4
®
=]
S
-
>
)

Figure A.6 — Start of tile-part syntax

Matker code. Table A.5 shows the sizes and values of the symbol and parameters for start of tile-
part marker segment.

Length of marker segment in bytes (not including the marker).

Tile index. This number refers to the tiles in raster order starting at the number 0.

Psot:

TPsot:

TNsot:

Length, in bytes, from the beginning of the first byte of this SOT marker segment of the tile-part to
the end of the data of that tile-part. Figure A.16 shows this alignment. Only the last tile-part in the
codestream may contain a 0 for Psot. If the Psot is 0, this tile-part is assumed to contain all data
until the EOC marker.

Tile-part index. There is a specific order required for decoding tile-parts; this index denotes the
order from 0. If there is only one tile-part for a tile, then this value is zero. The tile-parts of this tile
shall appear in the codestream in this order, although not necessarily consecutively.

Number of tile-parts of a tile in the codestream. Two values are allowed: the correct number of tile-
parts for that tile and zero. A zero value indicates that the number of tile-parts of this tile is not
specified in this tile-part.

ITU-T Rec. T.800 (08/2002 E) 19


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC

15444-1:2004 (E)

Table A.S — Start of tile-part parameter values

Parameter Size (bits) Values
SOT 16 0xFF90
Lsot 16 10
Isot 16 0to 65534
Psot 32 0,0r 14 to (2*~ 1)
TPsot 8 0to 254
TNsot 8 Table A.6

Table A.6 — Number of tile-parts, TNsot, parameter value

Value Number of tile-parts

0 Number of tile-parts of this tile in the codestream is not defined in this header,

1 to 255 Number of tile-parts of this tile in the codestream

A4.3

Function
part headg

Usage: E
next SOT]
shall be a

Length: |

A4.4

Function
NOTE

Usage: S}

NOTE
withoul

Length: I
[EOC:

Start of data (SOD)

Indicates the beginning of bit stream data for the current tile-part. The SOD also indicates the end
.

very tile-part header. Shall be the last marker in a tile-part header. Bit-stream data between an SO
or EOC (end of image) shall be a multiple of 8 bits — the codestre¢am is padded with bits, as need
least one SOD in a codestream. There shall be one SOD per tile-part.
ixed.
SOD:  Marker code

Table A.7 — Start of data parameter values

Parameter Values

SOD

Size (bits)
16

0xFF93

|[End of codestream (EOC)

Indicates the end of the codestream.
1 — This marker shares thésame code as the EOI marker in ITU-T Rec. T.81 | ISO/IEC 10918-1.

jall be the last marker in a codestream. There shall be one EOC per codestream.

2 — In the case a.file’has been corrupted, it is possible that a decoder could extract much useful compressed
[ encountering-ai-EOC marker.

ixed.

Marker code

of a tile-

D and the

ed. There

image data

AS

Table A.8 — End of codestream parameter values

Values

0xFFD9

Parameter

EOC

Size (bits)
16

Fixed information marker segment

This marker segment describes required information about the image.The SIZ marker segment is required in the main
header immediately after the SOC marker segment.

20
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Image and tile size (SI1Z)
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Function: Provides information about the uncompressed image such as the width and height of the reference grid, the
width and height of the tiles, the number of components, component bit depth, and the separation of component samples

with respect to the reference grid (see B.2).

Usage: Main header. There shall be one and only one in the main header immediately after the SOC marker segment.

There shall be only one SIZ per codestream.

Length: Variable depending on the number of components.

SIZ | Lsiz | Rsiz Xsiz Ysiz XOsiz YOsiz XTsiz YTsiz
| [ [ EEEMEEE
siz |2 | & | & Z| 2| 4
XTOsiz YTOsiz AIEI%| |48 5
T.800_FA7
Figure A.7 — Image and tile size syntax

SIZ.: Marker code. Table A.9 shows the size and parameter values_of the symbol and paraimeters for
image and tile size marker segment.

|Lsiz: Length of marker segment in bytes (not including the “marker). The value of this pafameter is
determined by the following equation:

Lsiz = 38 + 3 - Csiz (A-1)

IRsiz: Denotes capabilities that a decoder needsite properly decode the codestream.

X siz: Width of the reference grid.

Ysiz: Height of the reference grid.

XOsiz: Horizontal offset from the origin-of the reference grid to the left side of the image area.

YOsiz: Vertical offset from the origin of the reference grid to the top side of the image area.

XTsiz:  Width of one reference tile with respect to the reference grid.

YTsiz: Height of one reférence tile with respect to the reference grid.

XTOsiz: Horizontal offsetfrom the origin of the reference grid to the left side of the first tile.

YTOsiz: Vertical offset from the origin of the reference grid to the top side of the first tile.

Csiz: Number-ef components in the image.

Ssiz': Precision (depth) in bits and sign of the ith component samples. The precision is the precigion of the
component samples before DC level shifting is performed (i.e., the precision of thf original
component samples before any processing is performed). If the component sample yalues are
signed, then the range of component sample values is —siztl ANDOXTR)T < component sampple value
< Qs ANDOTRY T _ | There is one occurrence of this parameter for each component. [The order
corresponds to the component's index, starting with zero.

XRsiz: Horizontal separation of a sample of ith component with respect to the reference grid. There is one
occurrence of this parameter for each component.

YRsiz': Vertical separation of a sample of ith component with respect to the reference grid. There is one

occurrence of this parameter for each component.

ITU-T Rec. T.800 (08/2002 E)
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Table A.9 — Image and tile size parameter values

Parameter Size (bits) Values
SIZ 16 0xFF51
Lsiz 16 41 to 49 190
Rsiz 16 Table A.10
Xsiz 32 1to (2*-1)
Ysiz 32 1to 22-1)

XOsiz 32 0to (27-2)
YOsiz 32 0to (2*2-2)
XTsiz 32 1to (22-1)
YTsiz 3 TT0( 17*1}
XTOsiz 32 0to (2*2-2)
YTOsiz 32 0 to (2*2-2)
Csiz 16 1to 16384
Ssiz! 8 Table A.11
XRsiz' 8 1 to 258
YRsiz' 8 1 to 255

Table A.10 — Capability Rsiz parameter

P

alue (bits)
Capability
MSB LSB

0000 OpP0O0 0000 0000 | Capabilities specified in this Recommendation | International Standard only
0000 0p00 0000 0001 | Codestream restricted as described'for'Profile 0 from Table A.45
0000 0p00 0000 0010 | Codestream restricted as described for Profile 1 from Table A.45

All other values reserved

Table A:11 — Component Ssiz parameter

Value (bits)
Component sample precision
MBB LSB
x000 0000 Component sample bit depth = value + 1. From 1 bit deep through 38 bits deep respectively
to (counting the sign bit, if appropriate)”, R,
x010 0101
0XXX XXXX Component sample values are unsigned values
1XXX XXXX Component sample values are signed values
All other values reserved

a)

The component sample precision is limited by the number of guard bits, quantization, growth of coefficienty at
each decomposition level and the number of coding passes that can be signalled. Not all combinations of
coding styles will allow the coding of 38-bit samples.

A.6 Functional marker segments

These marker segments describe the functions used to code the entire tile, if found in the tile-part header, or image, if
found in the main header.

A.6.1 Coding style default (COD)

Function: Describes the coding style, number of decomposition levels, and layering that is the default used for
compressing all components of an image (if in the main header) or a tile (if in the tile-part header). The parameter
values can be overridden for an individual component by a COC marker segment in either the main or tile-part header.
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Usage: Main and first tile-part header of a given tile. Shall be one and only one in the main header. Additionally, there
may be at most one for each tile. If there are multiple tile-parts in a tile, and this marker segment is present, it shall be
found only in the first tile-part (TPsot = 0).

When used in the main header, the COD marker segment parameter values are used for all tile-components that do not
have a corresponding COC marker segment in either the main or tile-part header. When used in the tile-part header it
overrides the main header COD and COCs and is used for all components in that tile without a corresponding COC
marker segment in the tile-part. Thus, the order of precedence is the following:

Tile-part COC > Tile-part COD > Main COC > Main COD

where the "greater than" sign, >, means that the greater overrides the lessor marker segment.

Length: Variable depending on the value of Scod.

COD:

ILcod:

Scod:
SGceod:

SPcod:

COD | Lcod SGceod%/SPcod:

Scaod

T.800_FA-8

Figure A.8 — Coding style default syntax

Marker code. Table A.12 shows the size and values of the symbol and{parameters for co
default marker segment.

Length of marker segment in bytes (not including the markef).~“The value of this pa
determined by the following equation:

12 fnaximum_precinct
Lcod = . um_prec C.S
13 + number_decomposition levels, user-defined precincts

ling style,

ameter is

(A-2)

where maximum_precincts and user-defined. precincts are indicated in the Scod parameter and

number _decomposition_levels are indicated'in the SPcod parameter.

Coding style for all components. Table A.13 shows the value for the Scod parameter.

Parameters for coding style desigfiated in Scod. The parameters are independent of compgnents and

are designated, in order from $op’ to bottom, in Table A.14. The coding style parameters
SGcod field appear in the sequence shown in Figure A.9.

Parameters for coding.style designated in Scod. The parameters relate to all componen

within the

s and are

designated, in ordeifrom top to bottom, in Table A.15. The coding style parameters ithin the

SPcod field appear in the sequence shown in Figure A.9.

Table A.12 — Coding style default parameter values

Parameter Size (bits) Values
COD 16 0xFF52
Lcod 16 12 to 45
Scod 8 Table A.13

SGceod 32 Table A.14
SPcod variable Table A.15

ITU-T Rec. T.800 (08/2002 E)
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Table A.13 — Coding style parameter values for the Scod parameter

Value (bits)
Coding style
MSB LSB
XXXX XXXO0 Entropy coder, precincts with PPx = 15 and PPy = 15
XXXX Xxx1 Entropy coder with precincts defined below
XxXXX Xx0X No SOP marker segments used
XXXX XX1X SOP marker segments may be used
XXXX X0XX No EPH marker used
XXXX X1XX EPH marker shall be used
All other values reserved

Table A.14 — Coding style parameter values of the SGcod parameter

Paranpeters (in order)

Size (bits)

Values

Meaning of SGeodivalues

Progressi

bn order

8 Table A.16

Progression order

Number

f layers

16

1 to 65 535

Number of layers

Multiple

Component

transfornjation

8 Table A.17

Multiple component transformation usage

G | H{ai

\
D

SGceod

SPcod

»

A

ToTmmouaQw

>

T.800_FA-9

Progression order

Nuniber of layers

Multiple component transformation
Number of decomposition levels
Code-block width

Code-block height

Code-block style

Transformation

I' through I"  Precinct size

Figure A.9 —\Coding style parameter diagram of the SGceod and SPcod parameters

Table-A.15 — Coding style parameter values of the SPcod and SPcoc parameters

Parameters,(in order) Size (bits) Values Meaning of SPcod values

Number ¢f 8 0to 32 ANl o S TR R U SO SO ek :

decomposition levels INUTTTOCT 0T GCCOMPOSTHONT ICVCIS; 7V, ZCTO TMPITs o trarnstot nation.

Code-block width 8 Table A.18 | Code-block width exponent offset value, xcbh

Code-block height 8 Table A.18 | Code-block height exponent offset value, ych

Code-block style 8 Table A.19 | Style of the code-block coding passes

Transformation 8 Table A.20 | Wavelet transformation used

Precinct size variable Table A.21 | If Scod or Scoc = xxxx xxx0, this parameter is not presen; otherwise
this indicates precinct width and height. The first parameter (8 bits)
corresponds to the N;LL sub-band. Each successive parameter
corresponds to each successive resolution level in order.

24
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Table A.16 — Progression order for the SGceod, SPcoc, and Ppoc parameters

Value (bits)
Progression order
MSB LSB

0000 0000 Layer-resolution level-component-position progression
0000 0001 Resolution level-layer-component-position progression
0000 0010 Resolution level-position-component-layer progression
0000 0011 Position-component-resolution level-layer progression

0000 0100 Component-position-resolution level-layer progression

All other values reserved

Table A.17 — Multiple component transformation for the SGeod parameters

Value (bits)
Multiple component transformation type
MSB LSB
00do 0000 No multiple component transformation specified
00do 0001 Component transformation used on components 0, 1, 2 for coding efficiency (see G.2). Irreverpible

component transformation used with the 9-7 irreversible filter. Reversible component transforpation
used with the 5-3 reversible filter

All other values reserved

Table A.18 — Width or height exponent of the code-blocks.for-the SPcod and SPcoc parameters

Value (bits)
Code:block width and height
MSB LSB
xx®x 0000 Code-block width and height expoment offset value xcb = value + 2 or ycb = value + 2. The cpde-
to block width and height are limited't6 powers of two with the minimum size being 27 and the njaximum
xxx¥x 1000 being 2'°. Further, the code-blegk size is restricted so that xcb + yeb < 12.
All other values reserved
Table A.19 — Code-block style for the SPcod and SPcoc parameters
Value (bits)
Code-block style
MSB LSB

XXXX Kxx0 No selective arithmetic coding bypass

XXXX) XXX 1 Selective arithmetic coding bypass

XXxX xx0x No reset of context probabilities on coding pass boundaries

XXXK XKX1xX Reset context probabilities on coding pass boundaries

XxXxX X0xx No termination on each coding pass

XXXX X1XX Termination on each coding pass

XxXX 0XXX No vertically causal context

XxXXX 1xXXX Vertically causal context

xxx0 XXXX No predictable termination

XXXl XXXX Predictable termination

XX0X XXXX No segmentation symbols are used

XX1X XXXX Segmentation symbols are used

All other values reserved
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Table A.20 — Transformation for the SPcod and SPcoc parameters

Value (bits)
Transformation type
MSB LSB
0000 0000 9-7 irreversible filter
0000 0001 5-3 reversible filter
All other values reserved

Table A.21 — Precinct width and height for the SPcod and SPcoc parameters

Value (bits)
Frecinct size
MSB LSB

¥xxx 0000 4 LSBs are the precinct width exponent, PPx = value. This value may only equal zero.at thel
to resolution level corresponding to the N;LL band.

Hqxxx 1111

Jo00 xxxx 4 MSBs are the precinct height exponent PPy = value. This value may only equal zero at th:
to resolution level corresponding to the NV;LL band.

Y111 xXXXX

A.6.2

Function] Describes the coding style and number of decomposition lewvels)used for compressing a

compons/lr

Usage: Main and first tile-part header of a given tile. Optional in both theunain and tile-part headers. No mor
per any glven component may be present in either the main or tile-pastsheaders. If there are multiple tile-part]
and this nparker segment is present, it shall be found only in the first tile-part (TPsot = 0).

When usdd in the main header, it overrides the main COD matker segment for the specific component. Wh
the tile-pgrt header, it overrides the main COD, main COCgand tile COD for the specific component. Thus, th
precedende is the following:

where the| "greater than" sign, >, means that the greater overrides the lessor marker segment.

Length: Yariable depending on the value ef Scoc.

26

Coding style component (COC)

Tile-part COC > Tile-part COD > Main CO€*> Main COD

51 o Q
31 & 8
COC | Lecoc [ 51 3 &
O] »a 7
T.800_FA-10

Figure A.10 — Coding style component syntax

ICOC: . Marker code. Table A.22 shows the size and values of the symbol and parameters for co
component marker segment.

particular

e than one
5 in a tile,

b used in
e order of

ding style

deteined by the follwing equation:

9 maximum_precincts AND Csiz < 257

10 maximum_precincts AND Csiz = 257

10 + number_decomposition_levels user—defined precincts AND Csiz < 257
11+ number_decomposition_levels user—defined precincts AND Csiz = 257

Lcoc =

‘ameter is

(A-3)

where maximum_precincts and user-defined precincts are indicated in the Scoc parameter and

number_decomposition_levels is indicated in the SPcoc parameter.

Ccoc:  The index of the component to which this marker segment relates. The components are indexed 0, 1,

2, etc.
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Scoc:  Coding style for this component. Table A.23 shows the value for each Scoc parameter.

SPcoc: Parameters for coding style designated in Scoc. The parameters are designated, in order from top to
bottom, in Table A.15. The coding style parameters within the SPcoc field appear in the sequence
shown in Figure A.11.

moOQw >

T.800_FA-11

Number of decomposition levels
Code-block width
Code-block height
Code-block style
Transformation

F'through F*  Precinct size

Figure A.11 — Coding style parameter diagram of the SPcoc parameters

Table A.22 — Coding style component parameter values

Parameter Size (bits) Values
cocC 16 0xFF53
Lcoc 16 9to 43
Ccoc 8 0 to 255; if Csiz < 257
16 0 to 16 383; Csiz =2 257
Scoc 8 Table A.23
SPcoc' variable Table A.15

Table A.23 — Coding style parameter values for the Scoc parameter

Value (bits)
Coding style
MSB LSB
0000 0000 Enfropy coder with maximum precinct values
PPx = PPy = 15
0000 0001 Entropy coder with precinct values defined below
All other values reserved

A.6.3 |Region of interest (RGN)

Function} Signals thepresence of an ROI in the codestream.

Usage: Main and\first tile-part header of a given tile. If used in the main header, it refers to the ROI scaling
one comppnént in the whole image, valid for all tiles except those with an RGN marker segment.

value for

When used in the tile-part header, the scaling value 1s valid only for one component in that tile. There may be at most
one RGN marker segment for each component in either the main or tile-part headers. The RGN marker segment for a
particular component which appears in a tile-part header overrides any marker for that component in the main header,
for the tile in which it appears. If there are multiple tile-parts in a tile, then this marker segment shall be found only in

the first tile-part header.
Length: Variable.

RGN

Lrgn

Figure A.12 — Region-of-interest syntax

ITU-T Rec. T.800 (08/2002 E)
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RGN: Marker code. Table A.24 shows the size and values of the symbol and parameters for
region-of-interest marker segment.
Lrgn:  Length of marker segment in bytes (not including the marker).
Crgn: The index of the component to which this marker segment relates. The components are indexed 0, 1,
2, etc.
Srgn:  ROI style for the current ROI. Table A.25 shows the value for the Srgn parameter.
SPrgn: Parameter for ROI style designated in Srgn.
Table A.24 — Region-of-interest parameter values
Parameter Size (bits) Values
RGN T6 OXFF5E
Lrgn 16 5t06
Crgn 8 0 to 255; if Csiz <257
16 0to 16 383; Csiz 2257
Srgn 8 Table A.25
SPrgn 8 Table A,26
Table A.25 — Region-of-interest parameter values for the Srgn parameter
Values ROI style (Srgn)
0 Implicit ROI (maximum shift)
All other values reserved
Table A.26 — Region-of-interest values.from SPrgn parameter (Srgn = 0)
Parameters (in order) Size (bits) Values Meaning of SPrgn value
Implicit ROI shift 8 0to 255 Binary shifting of ROI coefficients above the background
A.6.4 Quantization default (QCD)
Function] Describes the quantization default used for compressing all components not defined by a QCC marker
segment. [Che parameter values can b¢ overridden for an individual component by a QCC marker segment in|either the
main or tile-part header.
Usage: Main and first tile-pagt-header of a given tile. Shall be one and only one in the main header. May be af most one
for all tilg-part headers of d tile” If there are multiple tile-parts for a tile, and this marker segment is present, [it shall be

Thus, the

Length: Variable depending on the number of quantized elements.

28

QCD:

QCD | Lqcd

Sqcd

:

T.800_FA-13

Figure A.13 — Quantization default syntax

Marker code. Table A.27 shows the size and values of the symbol and parameters for quantization
default marker segment.
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Lqed:  Length of marker segment in bytes (not including the marker). The value of this parameter is
determined by the following equation:

4+ 3 -number decomposition levels no quantization
Lgcd = {5 scalar quantization derived (A-4)
5+ 6-number_decomposition levels scalar quantization expounded

where number decomposition levels is defined in the COD and COC marker segments, and
no_quantization, scalar_quantization derived, or scalar _quantization_expounded is signalled in the
Sqcd parameter.

NOTE — The Lqcd can be used to determine how many quantization step sizes are present in the marker segment. However,
there is not necessarily a correspondence with the number of sub-bands present because the sub-bands can be truncated with
no requirement to correct this marker segment.

Sqcd:  Quantization style for all components.

SPqed’:  Quantization step size value for the ith sub-band in the defined order (see F.3.1)(The pumber of
parameters is the same as the number of sub-bands in the tile-component with, the greatest number
of decomposition levels.

Table A.27 — Quantization default parameter values

Parameter Size (bits) Values
QCD 16 0xFF5C
Lqcd 16 4t0 197
Sqcd 8 Table A.28

SPgcd' variable Table A.28

Table A.28 — Quantization default values_for the Sqcd and Sqcc parameters

Valug (bits) SPqcd or
Quantization style SPqcc size SSP icd or
MSB LSB (bits) Pqge usage
xxx0 0000 No quantization 8 Tablle A.29
xxx0] 0001 Scalar derived (values-signalled for N;LL sub-band only). Use 16 Tablle A.30
Equation (E-5)
xxx0] 0010 Scalar expounded (values signalled for each sub-band). There are as 16 Tablle A.30
many step,sizes signalled as there are sub-bands
000 XXXX Numberti of)guard bits: 0 to 7
to

1119 xXxXXX

Al other values reserved

Table A:29~ Reversible step size values for the SPqcd and SPqcc parameters (reversible transform jonly)

Value (bits)
Reversible step size values
MSB LSB
0000 Oxxx Exponent, €, of the reversible dynamic range signalled for each
to sub-band (see Equation (E-5))
1111 1xxx
All other values reserved
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Table A.30 — Quantization values for the SPqcd and SPqcc parameters (irreversible transformation only)

MSB LSB

Value (bits)
Quantization step size values

xxxx x000 0000 0000 Mantissa, |, of the quantization step size value (see Equation (E-3))
to
Xxxx x111 1111 1111

0000 0XXX XXXX XXXX Exponent, €, of the quantization step size value (see Equation (E-3))
to
1111 1xxXX XXXX XXXX

Usage:
per any g

Optional

segment flor the specific component. When used in the tile-part header, it overrides the main|QCD, main QC

QCD for

where the| "greater than" sign, >, means that the greater overrides the lessor marker'segment.

Length: Yariable depending on the number of quantized elements.

Lgcc =

Quantization component (QCC)

ain and first tile-part header of a given tile. Optional in both the main and tile-part headers. Nomor:
ven component may be present in either the main or tile-part headers. If there are multiple tilespart
and this nparker segment is present, it shall be found only in the first tile-part (TPsot = 0).

in both the main and tile-part headers. When used in the main header, it overrides_the main QC

he specific component. Thus, the order of precedence is the following:
Tile-part QCC > Tile-part QCD > Main QCC > Main QCD

Sqcc

QCC | Lqce %

Figure A.14 — Quantization component syntax

5

T.800_FA-14

QCC: Marker code. Table A.31 shows-the size and values of the symbol and parameters for qu
component marker segment.

[ILgee:  Length of marker segment in bytes (not including the marker). The value of this pa
determined by the following equation:

5+ 3-number_decomposition_levels no_quantization AND Csiz < 257

6 scalar_quantization_derived AND Csiz < 257

6 + 6 - number. ‘decomposition_levels  scalar_quantization expounded AND Csiz < 257
6+ 3 - number decomposition levels no_quantization AND Csiz = 257

7 scalar_quantization_derived AND Csiz = 257

7 #6,,number_decomposition_levels  scalar_quantization expounded AND Csiz = 257

e than one
5 1n a tile,

D marker
", and tile

antization

ameter is

(A-5)

where number_decomposition_levels is defined in the COD and COC marker segments, and no_quantization,

scalar_quantization_derived, or scalar_quantization_expounded is signalled in the Sqcc parameter.

NOTE — The Lqcc can be used to determine how many step sizes are present in the marker segment. However, there is not
necessarily a correspondence with the number of sub-bands present because the sub-bands can be truncated with no
requirement to correct this marker segment.

30

Cqcec:  The index of the component to which this marker segment relates. The components are indexed 0, 1,

2, etc. (either 8 or 16 bits depending on Csiz value).

Sqce:  Quantization style for this component.

SPqcc:  Quantization value for each sub-band in the defined order (see F.3.1). The number of parameters is
the same as the number of sub-bands in the tile-component with the greatest number of

decomposition levels.
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Table A.31 — Quantization component parameter values

Parameter Size (bits) Values
QCC 16 0xFF5D
Lqcc 16 5to 199
Cqcc 8 0 to 255; if Csiz <257
16 0 to 16 383; Csiz > 257
Sqcce 8 Table A.28
SPqcc! variable Table A.28

A.6.6  Progression order change (POC)

Function: Describes the bounds and progression order for any progression order other than specified in the COD

marker segments in the codestream.

Usage: Main and tile-part headers. At most one POC marker segment may appear in any header. Howevgr, several

progressi

ns can be described with one POC marker segment. If a POC marker segment is used in the’main|header, it

overrides the progression order in the main and tile COD marker segments. If a POC is used to describe the pfogression
of a partigular tile, a POC marker segment must appear in the first tile-part header of that tile.”Thus, the pfogression
order of 4 given tile is determined by the presence of the POC or the values of the CODVin the following order of

precedende:

where the| "greater than" sign, >, means that the greater overrides the lessor marker segment.

Tile-part POC > Main POC > Tile-part COD > Main COD

In the case where a POC marker segment is used, the progression of every paeket in the codestream (or for that tile of
the codesfream) shall be defined in one or more POC marker segments. Each progression order is described i only one
POC marker segment and shall be described in any tile-part header before any packets of that progression are found.

Length: Yariable depending on the number of different progressions.

R A R BRI
PO( Lpoc o 7 &7 LYEpoc! & F & 2. 2 271 LYEpoc" | & 2 2
A £750 5] 120¢ Sig s
T|800_FA-15
Figure A:1S5 — Progression order change tile syntax

[POC: Marker wvalue. Table A.32 shows the size and values of the symbol and pararheters for
progression order change marker segment.

|[Lpoc: Length of marker segment in bytes (not including the marker). The value of this pafameter is
determined by the following equation:

2+ 7 -number progression_order change Csiz <257
Lpoc = . . (A-6)
2 +9-number_progression_order _change Csiz = 257
where the number progression_order changes is encoder defined.

RSpoc': Resolution level index (inclusive) for the start of a progression. One value for each progression
change in this tile or tile-part. The number of progression changes can be derived from the
length of the marker segment.

CSpoc': Component index (inclusive) for the start of a progression. The components are indexed 0, 1, 2,

etc. (either 8 or 16 bits depending on Csiz value). One value for each progression change in
this tile or tile-part. The number of progression changes can be derived from the length of the

marker segment.
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LYEpoci:

REpoci:

CEpoc":

Ppoci:

Layer index (exclusive) for the end of a progression. The layer index always starts at zero for
every progression. Packets that have already been included in the codestream are not included
again. One value for each progression change in this tile or tile-part. The number of
progression changes can be derived from the length of the marker segment.

Resolution Level index (exclusive) for the end of a progression. One value for each
progression change in this tile or tile-part. The number of progression changes can be derived
from the length of the marker segment.

Component index (exclusive) for the end of a progression. The components are indexed 0, 1, 2,
etc. (either 8 or 16 bits depending on Csiz value). One value for each progression change in
this tile or tile-part. The number of progression changes can be derived from the length of the
marker segment.

Progression order. One value for each progression change in this tile or tile-part. The number

of progression changes can be derived from the length of the marker segment.

A7

Pointer m)
length of
segment ¢

NOTE
the poi

The TLM|
to the end
are alway

The PLM
marker s¢
in the cod

|[Pointer marker segments

Table A.32 — Progression order change, tile parameter values

Parameter Size (bits) Values
POC 16 0xFF5F
Lpoc 16 9 to 65 535
RSpoc! 8 0 to 32
CSpoc’ 8 0 to 255; if G8iz’< 257
16 0 to 16 388; Tsiz > 257
LYEpoc' 16 INo%65 535
REpoc! 8 (RSpoc' + 1) to 33
CEpoc! 8 (CSpod+ 1) to 255, 0; if Csiz < 257
16 (@Spoc' + 1) to 16 384, 0; Csiz > 257
(0 is interpreted as 256)
Ppoc' 8 Table A.16

arker segments either provide a length.orpointer into the codestream.The TLM marker segment des
the tile-parts. It has the same length information as the SOT marker segment. The PLM or PL
escribes the length of the packets:

— Having the pointer marker segments all occur in the main header allows direct access into the bit-stream d
hter information in the tile-part.héaders removes the burden on the encoder of rewinding to store the informatio

(Ptlm) or the SOT (Psot) parameters point from the beginning of the current tile-part's SOT markeg
of the bit-stream data in that tile-part. Because tile-parts are required to be a multiple of 8 bits, th
5 a byte length. Figure A.16 shows the length of a tile-part.

or PLT matker segments are optional. The PLM marker segment is used in the main header an
oments are wsed in tile-part headers. The PLM and PLT marker segments describe the lengths of e3
estream:

cribes the
T marker

ta. Having
.

r segment
bse values

| the PLT
ch packet

| Tile-part length (TLM, SOT(Psot)) |

A7.1

Tile-part marker

SOT
segments

SOD Bit stream

T.800_FA-16

Figure A.16 — Tile-part lengths

Tile-part lengths (TLM)

Function: Describes the length of every tile-part in the codestream. Each tile-part's length is measured from the first
byte of the SOT marker segment to the end of the bit-stream data of that tile-part. The value of each individual tile-part
length in the TLM marker segment is the same as the value in the corresponding Psot in the SOT marker segment.

32
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Usage: Main header. Optional use in the main header only. There may be multiple TLM marker segments in the main

header.

Length: Variable depending on the number of tile-parts in the codestream.

TLM:

TLM | Ltlm Ttm"} Ptlm! Tm™} Ptlm®

Ztlm
Stlm

T.800_FA-17

Figure A.17 — Tile part length syntax

Marker code. Table A.33 shows the size and values of the symbol and parameters for the tile-part

length marker segment.

ILtlm:

7Ztlm:

Stlm:

Ttlm":

[PtIm':

Length of marker segment in bytes (not including the marker). The value of this_pafameter is

determined by the following equation:

4+ 3-number of tile parts in marker segment ST= MNAND SP=
Lilm = 4+ 4 -number of tile parts in marker segment ST.=2AND SP=

4+ 4 -number of tile parts in marker segment ST= 0AND SP=
445 -number_of tile parts_in_marker segment \.ST = 1AND SP=
44 6 -number of tile parts in marker segment™ ST =2 AND SP=

4+ 2 -number of tile parts in marker segment ST=0AND SP=p

=3 —— e

(A7)

where number of tile-parts in_marker segment is the<number of tile-part lengths that aje denoted

in this marker segment; ST and SP are signalled by,Stlm parameter.

Index of this marker segment relative to all other TLM marker segments present in the current
header. The sequence of (Ttlm', Ptlm') pairs_ftom this marker segment is concatenated, ih order of
increasing Ztlm, with the sequences of,pairs from other marker segments. The jth entry in the
resulting list contains the tile index and tile-part length pair for the jth tile-part appearjng in the

codestream.

Size of the Ttlm and Ptlm parameters.

Tile index of the ith tile-part.\Either none or one value for every tile-part. The number o

tile-parts

in each tile can be derived ftom this marker segment (or the concatenated list of all such njarkers) or

from a non-zero TNsot.parameter, if present.

Length, in bytes, Aftem the beginning of the SOT marker of the ith tile-part to the end [of the bit

stream data for that-tile-part. One value for every tile-part.

Table A.33 — Tile-part length parameter values

Parameter Size (bits) Values
TLM 16 0xFF55
Ltlm 16 6 to 65 535
Ztlm 8 0 to 255
Stlm 8 Table A.34
Ttlm!' 0ifST=0 tiles in order

8ifST=1 0to 254

16 if ST=2 0to 65 534
Ptlm' 16if SP=0 14 to 65 535

32ifSP=1 14 to 2%~ 1)

ITU-T Rec. T.800 (08/2002 E)
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Table A.34 — Size parameters for Stim

Value (bits)
Parameter size
MSB LSB
xx00 XXXX ST = 0; Ttlm parameter is 0 bits, only one tile-part per tile and the tiles are in
index order without omission or repetition
xx01 XXXX ST = 1; Ttlm parameter 8 bits
xx10 XxXXX ST = 2; Ttlm parameter 16 bits
X0XX XXXX SP = 0; Ptlm parameter 16 bits
X1XX XXXX SP = 1; Ptlm parameter 32 bits
All other values reserved

A.7.2 |Packet length, main header (PLM)

Function

Usage: M

Length: Yariable depending on the number of tile-parts in the image and the number of padkets in each tile-p3

N(
at

A list of packet lengths in the tile-parts for every tile-part in order.

ain header. There may be multiple PLM marker segments. Both the PLM and PLT marker seg
optional gnd can be used together or separately.

[PLM:

[ILplm:
Zplm:

Nplmi:

TE —-This value is expressed with an 8-bit number limiting the number of Iplm bytes to 255 and the number o
le-part-to 255, or less. This is not a restriction on the number of packets that can be in a tile-part. It is merely a |

mafkersegment's ability to describe the packets in a tile-part.

PLM | Lplm

az\

T.800_FA-18

Zplm
Nplmi
Nplm"

v

Figure A.18 — Packets length, main header syntax

nents are

rt.

Marker code. Table A.35 shows the size and values of the symbol and parameters for the packet

length, main header marker segment.
Length of marker segment in bytes (notincluding the marker).

Index of this marker segment relative to all other PLM marker segments present in tl
header. The sequence of (Npli} Iplm') parameters from this marker segment is concat
order of increasing Zplm, with the sequences of parameters from other marker segment

e current
enated, in
. The kth

entry in the resulting list‘Contains the number of bytes and packet header pair for the kth tile-part

appearing in the codestream.

Every marker segment in this series shall end with a completed packet header length. Hoy
series of Iplm parameters described by the Nplm does not have to be complete in a giv
segment. Thetefore, it is possible that the next PLM marker segment will not hav
parameterafter Zplm, but the continuation of the Iplm series from the last PLM marker seg

Number-of bytes of Iplm information for the ith tile-part in the order found in the codesti
value for each tile-part. If a codestream contains one, or more, tile-parts exceeding the lim|
PLM markers, these markers shall not be used.

vever, the
en marker
a Nplm
yment.

eam. One
itations of

packets in
mit on this

34

Iplm*:

Length of the jth packet in the ith tile-part. If packet headers are stored with the packet, this length
includes the packet header. If packet headers are stored in PPM or PPT, this length does not include
the packet header length. One range of values for each tile-part. One value for each packet in the

tile.
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Table A.35 — Packets length, main header parameter values

Parameter Size (bits) Values
PLM 16 O0xFF57
Lplm 16 4 to 65 535
Zplm 8 0to 255
Nplm!' 8 0 to 255
Iplm” variable Table A.36

Table A.36 — Iplm, Iplt list of packet lengths

9 Th
padg
seg
boy
10

Parameters . . .
(in qrder) Size (bits) Values Meaning of Iplm or Iplt values
Packdt length 8 bits repeated 0XXX XXXX Last 7 bits of packet length, terminate number”
as necessary 1XXX XXXX Continue reading”
x000 0000 7 bits of packet length
to
x111 1111
2 These are the last 7 bits that make up the packet length.

bse are not the last 7 bits that make up the packet length. Instead, these 7 bits ar,a-portion of those that mal

ment to the least significant segment. Furthermore, the bits in the most significant segment are right justified t;
ndary. For example, a packet length of 128 is signalled as 1000 0001 0000_0000, while a length of 512 is sig
00100 0000 0000.

ket length. The packet length has been broken into 7-bit segments which are ‘sent in order from the most sfignificant

ke up the

b the byte
rnalled as

A.7.3
Function

Usage: T
segments
whose ler]

Length: Y

[Packet length, tile-part header (PLT)

A list of packet lengths in the tile-part.

ile-part headers. There may be multiple PLT marker segments per tile. Both the PLM and PL
are optional and can be used together or separately. Shall appear in any tile-part header before th
gths are described herein.

/ariable depending on the number of packéts in each tile-part.

PLT | Lplt | & [“Iplt Tplt"

T.800_FA-19

Figure A.19 — Packet length, tile-part header syntax

T marker
e packets

[PLT: Marker code. Table A.37 shows the size and values of the symbol and parameters for the packet
Tength, tile-part header marker segment.

|Lplt; Length of marker segment in bytes (not including the marker).

Z.plt: Index of this marker segment relative to all other PLT marker segments present in the current
treader—Thesequence of (ipit)parameters—fromthis Tmarker segment 15 concatemated;  order of
increasing Zplt, with the sequences of parameters from other marker segments. Every marker
segment in this series shall end with a completed packet header length.

Iplm":  Length of the ith packet. If packet headers are stored with the packet, this length includes the packet

header. If packet headers are stored in PPM or PPT, this length does not include the packet header

lengths.

ITU-T Rec. T.800 (08/2002 E)
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Usage:
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Table A.37 — Packet length, tile-part headers parameter values

Parameter Size (bits) Values
PLT 16 OxFF58
Lplt 16 4 to 65 535
Zplt 8 0 to 255
Iplt variable Table A.36

Packed packet headers, main header (PPM)

: A collection of the packet headers from all tiles.
— This is useful so multiple reads are not required to decode headers.

ay be

=

The pack¢t headers shall be in only one of three places within the codestream. If the PPM marker segment is

the packe
the bit str

If there i
distribute
codestrea

pam of the tile-parts are disallowed.

5 no PPM marker segment then the packet headers can be distributed either 4n\"PPT marker se
] in the codestream as defined in B.10. The packet headers shall not be in both a'PPT marker segmg
m for the same tile. If the packet headers are in PPT marker segments, they.shall appear in a tile-p|

before thg corresponding packet data appears (i.e., in the same tile-part header or0ne’with a lower TPsot val
may be multiple PPT marker segments in a tile-part header.

Length: Yariable depending on the number of packets in each tile-part and¢the size of the packet headers.

36

é ij in 2\‘ ‘ nj nm
PPM | Lppm & Nppmi Tppm’ Tppm! Nppm" Ippm’ Tppm’

T.800_FA-20

Figure A.20 — Packed packet headers, main header syntax

[PPM:  Marker code. Table A.38 shews the size and values of the symbol and parameters for t
packet headers, main headépmarker segment.

[Lppm: Length of marker segmeiit in bytes, not including the marker.

The sequence.of (Nppm', Ippm') parameters from this marker segment is concatenated, i
increasing. Zppm, with the sequences of parameters from other marker segments. The k
the resulting list contains the number of bytes and packet headers for the kth tile-part ap
the cedestream.

Eyéry marker segment in this series shall end with a completed packet header. However,
of Ippm parameters described by the Nppm does not have to be complete in a givg
segment. Therefore, it is possible that the next PPM marker segment will not have
parameter after Zppm, but the continuation of the Ippm series from the last PPM marker sg

Zppm: Index of this markep segment relative to all other PPM marker segments present in the mI:n header.

Tn the tile-

resent, all

I headers shall be found in the main header. In this case, the PPT marker segment and packets disfributed in

bments or
nt and the
art header
1e). There

he packed

order of
entry in
bearing in

the series
n marker
a Nppm
gment.

value for each tile-part (not tile).

eam. One

Ippm”:  Packet header for every packet in order in the tile-part. The contents are exactly the packet header

which would have been distributed in the bit stream as described in B.10.
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Table A.38 — Packed packet headers, main header parameter values
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Parameter Size (bits) Values
PPM 16 0xFF60
Lppm 16 7 to 65 535
Zppm 8 0to 255
Nppm' 32 0to (2*-1)
Ippm” variable packet headers

Packed packet headers, tile-part header (PPT)

Function: A collection of the packet headers from one tile or tile-part.

Usage: T{le-part headers. Shall appear 1n any tile-part header before the packets whose headers are described Herein.

The pack¢t headers shall be in only one of three places within the codestream. If the PPM marker segment-s fresent, all
the packe} headers shall be found in the main header. In this case, the PPT marker segment and packets disfributed in

the bit strgam of the tile-parts are disallowed.

If there i

no PPM marker segment, then the packet headers can be distributed either iy PPT marker segments or

distributefl in the codestream as defined in B.10. The packet headers shall not be in both a PBT marker segment and the
codestreafn for the same tile. If the packet headers are in PPT marker segments, they_ shall appear in a tile-pprt header
before thg corresponding packet data appears (i.e., in the same tile-part header or ope'with a lower TPsot valfie). There

may be multiple PPT marker segments in a tile-part header.

Length: Yariable depending on the number of packets in each tile-part and thésjZe of the packet headers.

[PPT:

|[Lppt:
Zppt:

IIppti:

‘a .
PPT | Lppt S Ippt' >Q Ippt"

3

T.800_FA-21

Figure A.21 — Packed packed headers, tile-part header syntax

Marker code. Table A.39 showsthe size and values of the symbol and parameters for the packed
packet headers, tile-part header marker segment.

Length of marker segment.in bytes, not including the marker.

Index of this markerlsegment relative to all other PPT marker segments present in the current
header. The sequenge of (Ippt") parameters from this marker segment is concatenated, ip order of
increasing Zppt, .with the sequences of parameters from other marker segments. Evety marker
segment in-this series shall end with a completed packet header.

Packet header for every packet in order in the tile-part. The component index, layer, and fresolution
level ‘are determined from the method of progression or POC marker segments. The contents are
exactly the packet header which would have been distributed in the bit stream as described in B.10.

Table A.39 — Packet header, tile-part headers parameter values

Parameter Size (bits) Values
PPT 16 OxFF61
Lppt 16 4 to 65 535
Zppt 8 0to 255
Ippt' variable packet headers
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A.8 In-bit-stream marker and marker segments

These marker and marker segments are used for error resilience. They can be found in the bit stream. (The EPH marker
can also be used in the PPM and PPT marker segments.)

A.8.1 Start of packet (SOP)

Function: Marks the beginning of a packet within a codestream.

Usage: Optional. May be used in the bit stream in front of every packet. Shall not be used unless indicated that it is
allowed in the proper COD marker segment (see A.6.1). If PPM or PPT marker segments are used, then the SOP marker
segment may appear immediately before the packet data in the bit stream.

If SOP marker segments are allowed (by signalling in the COD marker segment, see A.6.1), each packet in any given
tile-part may or may not be appended with an SOP marker segment. However, whether or not the SOP marker segment

is used, the count in the Nsop is incremented for each packet. If the packet headers are moved to a PPM or PPT marker
segments|(see A.7.4 and A.7.5), then the SOP marker segments may appear immediately before the packet.bpdy in the
tile-part cpmpressed image data portion.
Length: Fixed.
SOP | Lsop | Nsop
T.800_FA-22
Figure A.22 — Start of packet syntax

SOP: Marker code. Table A.40 shows the size and values ofthe symbol and parameters for starf of packet
marker segment.

[Lsop:  Length of marker segment in bytes, not including‘the marker.

[Nsop:  Packet sequence number. The first packetiin a coded tile is assigned the value zero. For every
successive packet in this coded tile this number is incremented by one. When the maximum number
is reached, the number rolls over to zero-

Table A.40 — Start of packet parameter values
Parameter Size (bits) Values

SOP 16 0xFF91

Lsop 16 4

Nsop 16 0to 65 535
A.8.2 |[End of packetheader (EPH)
Function| Indicates the-end of the packet header for a given packet. This delimits the packet header in the bit|stream or
in the PPM or PPTumarker segments. This marker does not denote the beginning of packet data. If packet hpaders are
not in-bit [stream (i.e., PPM or PPT marker segments are used), this marker shall not be used in the bit stream.
Usage: Shall‘®b¢ used if and only if indicated in the proper COD marker segment (see A.6.1). Appears immediptely after
a packet header.

If EPH markers are required (by signalling in the COD marker segment, see A.6.1), each packet header in any given
tile-part shall be postpended with an EPH marker segment. If the packet headers are moved to a PPM or PPT marker
segments (see A.7.4 and A.7.5), then the EPH markers shall appear after the packet headers in the PPM or PPT marker
segments.
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ISO/IEC 15444-1:2004 (E)

EPH:  Marker code
Table A.41 — End of packet header parameter values
Parameter Size (bits) Values
EPH 16 0xFF92
A9 Informational marker segments

These marker segments are strictly information and are not necessary for a decoder. However, these marker segments
might assist a parser or decoder. More information about the source and characteristics of the image can be obtained by

using a file format such as JP2 (see Annex I).

A9.1 Component registration (CRG)

Function| Allows specific registration of components with respect to each other. For coding purpeses the samples of
componeifts are considered to be located at reference grid points that are integer multiplesyof XRsiz and YRsiz
(see A.5.1). However, this may be inappropriate for rendering the image. The CRG marker 'segment desfribes the
"centre of mass" of each component's samples with respect to the separation. This markér segment has no| effect on

decoding fhe codestream.

NOTE|- This component registration offset is with respect to the image offset (XOsiz anid”YOsiz) and the componen{ separation
(XRsi4 and YRsiz'). For example, the horizontal reference grid point for the \left-most samples of compgnent ¢ is

XRsiz®| XOsiz | XRsizC 1. (Likewise for the vertical direction.) The horizontal offset denoted in this marker segment is|in addition

to this pffset.

Usage: Main header only. Only one CRG may be used in the main header‘and is applicable for all tiles.

Length: Yariable depending on the number of components.

CRG:

|[Lerg:
Xcrgi:

Yerg'

CRG | Lerg | Xerg' | @erg! Xerg" | Yergh

T.800_FA-23

Figure A.23.2 Component registration syntax

Marker code. Table (A:42 shows the size and values of the symbol and parametefs for the
component registration marker segment.

Length of marker segment in bytes (not including the marker).

Value of tha horizontal offset, in units of 1/65536 of the horizontal separation XRsiz', for the ith
component. Thus, values range from 0/65536 (sample occupies its reference grid |point) to
XRsiz§(65535/65536) (just before the next sample's reference grid point). This value is repeated for
eviery component.
Value of the vertical offset, in units of 1/65536 of the vertical separation YRsiz', fpr the ith

component. Thus, values range from 0/65536 (sample occupies its reference grid |point) to
YRsiz¢(65535/65536) (just before the next sample's reference grid point). This value is repeated for

CvCry COMPOICIL.

Table A.42 — Component registration parameter values

Parameter Size (bits) Values
CRG 16 0xFF63
Lerg 16 6to 65 534
Xerg' 16 0 to 65 535
Yerg' 16 0 to 65 535
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A.9.2 Comment (COM)

Function: Allows unstructured data in the main and tile-part header.

Usage: Main and tile-part headers. Repeatable as many times as desired in either or both the main or tile-part headers.
This marker segment has no effect on decoding the codestream.

Length: Variable depending on the length of the message.

= =
COM | Lcom | Rcom | § g
O O

Figure A.24 — Comment syntax

marker segment.

COM: Marker code. Table A.43 shows the size and values of the symbol and parameters for the

ﬂ;com: Length of marker segment in bytes (not including the marker).
com: Registration value of the marker segment.

Ccom’:  Byte of unstructured data.

Table A.43 — Comment parameter values

Parameter Size (bits) Values
COM 16 0xFF64
Lcom 16 5to 65 535
Rcom 16 Table A.44
Ccom' 8 0 to 255

Table A.44 — Registration values for the Rcom parameter

Values

Registration values

0

Gereral use (binary values)

1

General use (ISO/IEC 8859-15 (Latin) values)

All other values reserved

A.10  [Codestream restrictions conforming to this Recommendation | International Standard

In order fo promote the wide inter-operability of JPEG 2000 codestream, codestream restrictions are ii
"Codestrgam Restrietions" have two profiles, Profile-0 and Profile-1. The case of "No Restrictions"
conforming to(this Recommendation | International Standard can be called Profile-2. Profile-0 and Profile-1 a

as followy.

comment

itroduced.
meaning
re defined

Maximum interchange will be achieved for codestreams corresponding to Profile-0, and medium interchange for

codestreams corresponding to Profile-1.
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Table A.45 — Codestream restrictions

Restrictions

Profile-0

Profile-1

SIZ marker segment

Profile indication

Rsiz=1

Rsiz=2

Image size Xsiz, Ysiz < 2°! Xsiz, Ysiz < 2°!
Tiles Tiles of a dimension 128 x 128: XTsiz / min(XRsiz, YRsiz') > 1024
YTsiz = XTsiz =128 XTsiz = YTsiz
or one tile for the whole image: or one tile for the whole image:
YTsiz + YTOsiz > Ysiz YTsiz + YTOsiz = Ysiz
XTSIz T XTOSIZ = XSiZ XTSiZ 7 XTOSIZ = XSiZ
Image anfl tile origin XOsiz = YOsiz = XTOsiz = YTOsiz = 0 XOsiz, YOsiz, XTOsiz, YTOsiz £2°"
RGN matker segment SPrgn < 37 SPrgn <37
Sub-sampling XRsiz' =1, 2, or 4 No restriction
YRsiz' = 1,2, or 4
Code-bldcks
Code-blogk size xcb =ycb =5 orxch =ych =6 xchb £6,ych<6
Code-blogk style SPcod, SPcoc = 00sp vtra No restriction
wherea=r=v=0,andt,p,s=0or 1
NOTE I -
t =1 for termination on each coding pass
p = 1 for predictive termination
s = 1 for segmentation symbols
Marker locations
Packed hgaders (PPM, PPT) | Disallowed No restriction
COD, CQC, QCD, QCC Main header only No restriction
Subset r¢quirements
LL resoldtion If one tile is used for wholeimage, For each tile in the image,
(Xsiz — XOsiz) / D(I) < (28 and Lx1 /D)) - tx0/D(i)] < 128 and
(Ysiz — YOsiz) / D(I) 128 where Lty1/D(i)] - Lty0o/D(i)] < 128 where
D(I) — 2numbeLofidecompositionilevels in SPcod or D(I) — 2numberﬁofidecompositionilevels in SPcéd or
SPcoc, for [ =¢omponent 0 to 3 SPcoc, for I = component 0 to 3.
NOTE 2 - tx0, tx1, ty0 and tyl are as {lefined
by Equations (B-7) to (B-10).
Parsabilify If the,POC marker is present, the POC marker No restriction
shall have RSPOCO = 0 and CSPOCO0 = 0.
NOTE 3 — Some compliant decoders might
decode only packets associated with the first
progression.
Tile-part Tile-parts with TPsot = 0 of every tile before No restriction

any tile-parts with TPsot > 0, Tile-parts Isot =0
to Isot = number_of tiles — 1, in sequential
order for all tile-parts with TPsot = 0

Precinct size

"Precinct size" defined by SPcod or SPcoc
(Tables A.15 and A.21) must be large enough
so there is only one precinct in all resolution
levels with dimension less than or equal to 128
by 128.

NOTE 4 — Precinct size PPx > 7 and PPy > 7 is
sufficient to guarantee only one precinct per
sub-band when XOsiz = 0 and YOsiz = 0.

No restriction
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Annex B

Image and compressed image data ordering

(This annex forms an integral part of this Recommendation | International Standard)

In this annex and all of its subclauses, the flow charts and tables are normative only in the sense that they are defining
an output that alternative implementations shall duplicate.

This annex describes the various structural entities, and their organization in the codestream: components, tiles, sub-
bands, and their divisions.

B.1

The refer¢gnce grid provides a mechanism for co-registering components and for defining subsets of the teference grid,

The compponents consist of two-dimensional arrays of samples. Each component, ¢, has parameters XRsiz®, YRsiz’
(see A.5.1) which define the mapping between component samples and the reference grid peints. Every gomponent
sample is tration of
componeifts with each other used for coding only.

Each conjponent is divided into tiles corresponding to the tiling of the reference grid: Fhese tile-components|are coded
independ¢ntly. Each tile-component is wavelet transformed into several decomposition levels which are frelated to
resolution| levels (see Annex F). Each resolution level consists of either the HL, LH, and HH sub-bands|from one
decompodition level or the N;LL sub-band. Thus, there is one more resolutionJevel than there are decomposition levels.

Each sub+band has its own origin. The sub-band boundary conditions afe unique for each HL, LH, and HH sul}-band.
NOTE[- This convention differs from the usual wavelet diagrams which.place all sub-bands for a component in a single space

Precincts |and code-blocks are defined at the resolution leveland sub-band. Consequently they can vary |over tile-
componeits. Precincts are defined so that code-blocks fit neatlys'i.e., they "line up" with each other.

In the acgompanying figures, boundaries and coordindte“axes are shown. In each case, the samples or coefficients
coincidenf with the left and upper boundaries are included in a given region, while samples or coefficients|along the
right and/pr lower boundaries are not included in that region.

Also, in the accompanying formulae, many .0f the variables have values that can change as a function of c¢mponent,
tile, or rgsolution level. These values may change explicitly (through syntax described in Annex A) or [implicitly
(through propagation). For convenience of notation, some dependencies are suppressed in the discussion that fpllows.

B.2 Component mapping.to the reference grid

All comppnents (and many-other structures in this annex) are defined with respect to the reference grid. The various
parameters defining the reférénce grid appear in Figure B.1. The reference grid is a rectangular grid of points with the
indices fijom (0, 0) to, (Xsiz— 1, Ysiz—1). An "image area" is defined on the reference grid by the dimensional
parametets, (Xsiz, (Ysiz) and (XOsiz, YOsiz). Specifically, the image area on the reference grid is defined by its upper
left hand |reference. grid point at location (XOsiz, YOsiz), and its lower right hand reference grid point gt location
(Xsiz — 1) Ysizo)0).

The sampllestof component ¢ are a eger multiples of (XReiz" siz-) on eference grid-Each componeht domain
is a sub-sampled version of the reference grid with the (0, 0) coordinate as common point for each component. Row
samples are located reference grid points that are at integer multiples of XRsiz® and column samples are located
reference grid points that are at integer multiples of YRsiz®. Only those samples which fall within the image area
actually belong to the image component. Thus, the samples of component ¢ are mapped to rectangle having upper left
hand sample with coordinates (xo, yo) and lower right hand sample with coordinates (x; — 1, y; — 1), where:
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(Xsiz— 1, 0)

YOsiz

The rows in the figure correspond to boundary
reference grid points. The image area includes
reference grid points at locations (XOsiz,
YOsiz) and (Xsiz — 1, Ysiz — 1), as well as all
reference grid points in between.

(XOsiz,
YOsiz)

Ysiz

Image area

Thus, the

The parar]
NOTE
compo

NOTE
from a
domait

y (Xsiz— 1, Ysiz— 1)
T.800_FB-1

0, Ysiz— 1)

Figure B.1 — Reference grid diagram

XOsiz Xsiz YOsiz Ysiz
XO= |~ M"T || Y= o N = T
XRsiz XRsiz YRsiz YRsiz

dimensions of component ¢ are given by:

(width, height) = (xl = X0, V1 — yO)

heters, Xsiz, Ysiz, XOsiz, YOsiz, XRsiz® and\YRsiz® are all defined in the SIZ marker segment (see ]

1 — The fact that all components share the image offset (XOsiz, YOsiz) and size (Xsiz, Ysiz) induces a registr
hents.

2 — Figure B.2 shows an example of three components mapped to the reference grid. Figure B.3 shows the
particular image offset with different«(XRsiz, YRsiz) values. The upper left sample coordinate, in the image
, that is included in the image area.is’also illustrated.

Reference grid
L g

:2004 (E)

(B-1)

(B-2)
\.5.1).
htion of the

image area
component

R e

® (XRsiz, YRsiz) = (1, 1)
(XRsiz, YRsiz) =(2,2)
O (XRsiz, YRsiz) = (3, 2)

Figure B.2 — Component sample locations on the reference grid for different XRsiz and YRsiz values
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B.3
The refer

[Image area division into tiles and tile-components

on the r¢ference grid, by dimensional pairs (XTsiz, YTsiz) and (XTOsiz, YTOsiz)y respectively. The

parametets from the SIZ marker segment (see A.5.1).

Every tilg
(tile 0) is

Figure B.3 — Example of upper left component sample locations

order. Th
coordinatgs relative to the reference grid are (XTOsiz, YTOsiz). Figure B 4yshows this relationship.
XTOsiz
XTsiz
N
S 1
F
= |
(XTOsiz, T0 { &1 T2 T3 T4 <
YTOsiz)
X
; T5 T6 T7 T8 T9
T10 T11 T12 T13 T14
T15 T16 T17 T18 T19
T.800_FB-4

nce grid is partitioned into a regular sized rectangular array of tiles. The tile size.and tiling offset afe defined,

e are all

is XTsiz reference grid points wide and YTsiz reference grid points high."The top left corner of the first tile
offset from the top left corner of the reference grid by (XTOsiz, ¥-I'Osiz). The tiles are numberegl in raster
s is the tile index in the Isot parameter from the SOT marker segnient in A.4.2. Thus, the first tile's

upper left

Tile index
number

Figure B.4 — Tiling of the reference grid diagram

The tile grid offsets (XTOsiz, YTOsiz) are constrained to be no greater than the image area offsets. This is expressed by
the following ranges:

0< XTOsiz £ XOsiz

0<YTOsiz<YOsiz

(B-3)

Also, the tile size plus the tile offset shall be greater than the image area offset. This ensures that the first tile (tile 0)
will contain at least one reference grid point from the image area. This is expressed by the following ranges:
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The number of tiles in the X direction (numXtiles) and the Y direction (numYtiles) is the following:

(B-5)

numXiiles — [stz — XTOSZZ—I

. Ysiz — YTOsiz
numYtiles = | —————
XTsiz

YTsiz

For the purposes of this description, it is useful to have tiles indexed in terms of horizontal and vertical position. Let p
be the horizontal index of a tile, ranging from 0 to numXtiles — 1, and g be the vertical index of a tile, ranging from 0 to
numYtiles — 1, determined from the tile index as follows:

t
= mod (t, numXtiles =|— B-6
P ( ) 1 lrnuthiles—‘ (B-6)

where ¢ is|the index of the tile in Figure B.4.

The coordinates of a particular tile on the reference grid are described by the following equations:

txo(p,q) = max(XTOsiz + p - XTsiz, XOsiz) (B-7)

tvo(p, q) = max(YTOsiz + q - YTsiz, YOsiz) (B-8)
1(p, q) = min(XTOsiz + (p+1) - XT¥iz; Xsiz) (B-9)
m(p, q) = min(YTOsiz + (q €N YTsiz, Ysiz) (B-10)

where txofp, q) and tyy(p, q) are the coordinates of the upperieft corner of the tile, tx;(p, ¢) — 1 and ty1(p, gq) 4 1 are the
coordinatgs of the lower right corner of the tile. We will.often drop the tile's coordinates in referring to a specific tile
and refer fo the coordinates (#xo, ty) and (£x;, H7).

Thus the ¢limensions of a tile in the reference grid:ate:

(tx1 — Ixg, O —Zyo) (B-ll)

Within thg domain of image component i, the coordinates of the upper left hand sample are given by (¢cxy, tc)y) and the
coordinatgs of the lower right harid sample are given by (tcx; — 1, tcy; — 1), where:

[ t
texg = lr X0 —‘ tex, = [ ) —‘ teyy = ’V Y0 —‘ tey; = [ g —l (B-12)
.1 .1 .1 .1
XRsiz XRsiz YRsiz YRsiz

so that th¢ dimensions of the tile-component are:

(texy — texg, feyy — feyg) (B-13)

B.4 Example of the mapping of components to the reference grid (informative)

The following example is included to illustrate the mapping of image components to the reference grid and the area
induced by tiling across components with different sub-sampling factors. The example assumes an application in which
an original image with aspect ratio 16:9 is to be compressed with this Recommendation | International Standard.
Choices of the image size, image offset, tile size, and tile offset are used such that an image with aspect ratio 4:3 can be
cropped from the center of the original image. Figure B.5 shows the reference grid and image areas along with the tiling
structure that will be imposed in this example.
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All coordinates in this figure@re in the component domain T.80
Figure B.S — Reférence grid example

pference grid size (Xsiz, Ysiz) be (1432;954). In this example, the image will contain two cd
nt indices will be represented by i = 0, 1. The sub-sampling factors XRsiz' and YRsiz' of the two cd
bet to the reference grid will be XRsiz” = YRsiz’ = 1 and XRsiz' = YRsiz' = 2. The image offset i
[Osiz) = (152, 234). Given these'parameters, the sizes of the two image components can be determ
(B-1). The upper left corner ‘of component 0 is found at ([ 152/11, [234/11) = (152, 234). The |
component 0 is found at (-1432/11-1,1954/11- 1) = (1431, 953). The actual size of component 0 i
ples in width by 720 saniples in height. The upper left corner of component 1 is found at ([ 152/21, |
while the lower right corner of that component is found at (1432/21-1,1954/21- 1) = (715,
b of component,] is-therefore 640 samples in width by 360 samples in height.

hre chosen tQ’have an aspect ratio of 4:3. In this example, (XTsiz, YTsiz) will be set to (396, 297) a|
TOsiz, YT Qsiz) will be set to (0, 0). The number of tiles in the x and y directions are then determ
(B-5)-numXtiles = [1432/396 | = 4, numYtiles = [954/297| = 4. The tiled image components will
total of ¢ = 16 tiles, with tile grid indices p and ¢ in the range 0 < p, g < 4. It is now possible to co

locations

mponents
mponents

set to be
ined from
wer right
therefore
234/21) =
176). The

hd the tile
ined from
therefore
mpute the

ofvthe tiles in each image component. To do so, the values of g, £x;, tve, and £y, are determ

ned from

Equations (B-7), (B-8), (B-9), and (B-10). Since p and ¢ share the same set of admissible values, the notation “0:3' will
be used to refer to the sequence of values {0, 1, 2, 3}, and the notation '*' will be used to denote that the result is valid
for all admissible values. The values of £xy are found as #x((0:3, *) = {152, 396, 792, 1188}, and the values of #x; are
given by £x(0:3, *) = {396, 792, 1188, 1432}. The values of ty, are tyy(*, 0:3) = {234, 297, 594, 891}, and the values of
tyy are ty(*, 0:3) = {297, 594, 891, 954}.
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Tiling for component 0. All coordinates in this figure ‘are in the component domain 1.800_FB-6
Figure B.6 — Example tile sizes and locations for component 0
With the yalues of x, £x;, £y, and £y; now known, the locations and sizes of all tiles can be determined for epch of the

componefts. To do so, Equation (B-12) is used.C’The relevant locations and sizes for component 0 are
Figure B.p, while the same information is prowvided for component 1 in Figure B.7. Of particular intere
'interior' tfles in the figures (tiles (1, 1), (1, 2)2, 1), and (2, 2)). These tiles are not limited in extent by the i
In compohent 0, all of these tiles are the same size. This regularity is a result of the fact that the sub-sampling
this complonent are (XRsiz’, YRsiz’), =7 1). However, in component 1, these tiles are not all the same siZ
(XRsiz', YRsiz') = (2, 2). Notice that-tiles (1, 1) and (2, 1) are both of size 198 by 148, while tiles (1, 2) and
both of sjze 198 by 149. This_illustrates that the number of samples in the interior tiles of a component
depending upon the particulagCombination of tile size and component sub-sampling factors.

With thesk choices of reference grid, image offset, tile size, and tile offset, the coded image can be cropped
the desirdd interior region. The four interior tiles from each component can be retained and will represent
image of feference grid size (792, 594). When such a cropping is performed, it will not be necessary to recod

shown in
S5t are the
hage area.
factors for
e because
(2,2) are
can vary

Hirectly to
a cropped
 the tiles,

but the values of.some of the reference grid parameters must change. The image offsets must be set to the coofdinates of

the croppjing, locations, so that (XOsiz’, YOsiz") = (396, 297) where (XOsiz’, YOsiz’) are the image offs
cropped ijnages Similarly, the image size must be adjusted to reflect the cropped size (Xsiz’, Ysiz") = (1188, §

cts of the
D1) where

(Xsiz’, Ysiz)are the sizes of the cropped Teference grid: Fimatty; the tite offsetsare o tonger Zero and i1ste

d must be

set to (XTOsiz’, YTOsiz") = (396, 297) where (XTOsiz’, YTOsiz’") are the tile offsets of the cropped reference grid.
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Tiling for component 1. All coordinates in this figureare in the component domain T

Figure B.7 — Example tile sizes and\locations for component 1

[Transformed tile-component divisioninto resolution levels and sub-bands

component is wavelet transformed with 'V, decomposition levels as explained in Annex F. Thus
tinct resolution levels, denoted r . Q,1,...,N;. The lowest resolution level, » = 0, is represented by
eneral, a reduced resolution version of a tile-component with resolution level, r, is the sub-band 7]
. This clause describes the dimzensions of this reduced resolution.

tile-component's coordinates with respect to the reference grid at a particular resolution level, r, y
ample coordinates, (¢rxg,'try,) and lower right hand sample coordinates, (trx; — 1, try; — 1), where:

. fexg | toy _ texy _ ey
Irxg= {—2]\& _r—l tryg = {—2]\& _r—l trx; = {—ZNL — tryl = —2NL —

hr manner, the tile coordinates may be mapped into any particular sub-band, b, yielding upper left haj

16, 297)

16, 446)

16, 477)

800_FB-7

there are
the N;LL
L, where

eld upper

(B-14)

hd sample

ES\(tbx, thy,) and lower right hand sample coordinates (tbx; — 1, thy; — 1) where:
t _ (znb -1 . ) t — (2”/7 -1 . )
tbe _ CX0 X0p tbyo _ c)o Yop
2% 2"
t —(Z”b_l- ) t —(2"1’_1- )
by, = cx) Xoy, thy, = ) yop
2" 2"

(B-15)

where n,, is the decomposition level associated with sub-band b, as discussed in Annex F, and the quantities (xop, yop)

are given

48

by the Table B.1.
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Table B.1 — Quantities (xo,, yo,) for sub-band b

Sub-band X0y yoy
n,LL 0 0
npHL (horizontal high-pass) 1 0
n,LH (vertical high-pass) 0 1
n,HH 1 1

NOTE — Each of the sub-band is different as mentioned in B.1.

For each sub-band, these coordinates define tile boundaries in distinct sub-band domains. Furthermore, the width of
each sub-band within its domain (at the current decomposition level) is given by thx| — thx,, and the height is given by
thy, — thyy.

B.6 |Divisi0n of resolution levels into precincts

Consider p particular tile-component and resolution level whose bounding sample coordinates in the reduced fresolution
image dolnain are (trx, tryo) and (trx; — 1, try; — 1), as already described. Figure B.8 shows the paftitioning df this tile-
componeift resolution level into precincts.The precinct is anchored at location (0, 0), so thatythe upper left hgnd corner
of any giyen precinct in the partition is located at integer multiples of (2%, 2") where PP and PPy are signalled in
the COD Jor COC marker segments (see A.6.1 and A.6.2). PPx and PPy may be different'for each tile-component and
resolution] level. PPx and PPy must be at least 1 for all resolution levels except » = O,where they are allowed td be zero.

2PPX

A

(X0, try)

Ko K1 K2 K3

K4 K5 K6 K7

K8 K9 K10 K11
(rx — Loy, 11)

o

T.800_FB8

Figure B.8 — Precincts of one reduced resolution

The number of precincts which span the tile-component at resolution level, 7, is given by:

rxy | | trxg s > ¢ iy | | o S ¢
numprecinctswide =| | o PPx o PPx 1= %o numprecinctshigh= || o PPy > PPy Y=o (B-16)
0 trx; =trxg 0 try=tryg
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Even if Equation (B-16) indicates that both numprecinctswide and numprecinctshigh are nonzero, some, or all, precincts
may still be empty as explained below. The precinct index runs from 0 to numprecincts — 1 where numprecincts =
numprecinctswide * numprecinctshigh in raster order (see Figure B.8). This index is used in determining the order of
appearance, in the codestream, of packets corresponding to each precinct, as explained in B.12.

It can happen that numprecincts is 0 for a particular tile-component and resolution level. When this happens, there are
no packets for this tile-component and resolution level.

It can happen that a precinct is empty, meaning that no sub-band coefficients from the relevant resolution level actually
contribute to the precinct. This can occur, for example, at the lower right of a tile-component due to sampling with
respect to the reference grid. When this happens, every packet corresponding to that precinct must still appear in the
codestream (see B.9).

B.7 Division of the sub-bands into code-blocks

The sub-Hands are partitioned into rectangular code-blocks for the purpose of coefficient modeling and coding. The size
of each cpde-block is determined from two parameters, xch and ych, which are signalled in the COD ot €CQC marker
segments [(see A.6.1 and A.6.2). The code-block size is the same from all resolution levels. Howeverfat-each fresolution
level, the| code-block size is bounded by the precinct size. The code-block size for each sub-band at a|particular
resolutior] level is determined as 2*” by 2’ where:

. _ (min(xcb, PPx —1), for r >0
xeb' = ( min(xch, PPx), for r =0 (B-17)
and:
. _((min(ycb, PPy —1), for»> 0 i
yeb'= ( min(ych, PPy) £3€r =0 (B-18)

These eqyations reflect the fact that the code-block size is comnstrained both by the precinct size and the code-Block size,
whose patameters, xcb and ycb, are identical for all sub-bainds in the tile-component. Like the precinct, the dode-block
partition is anchored at (0, 0), as illustrated in Figure B:9:Thus, all first rows of code-blocks in the code-block partition
are locatefl at y = m2** and all first columns of code-blocks are located at x = n2*’, where m and n are integefs.

NOTE]|- Code-blocks in the partition may extend beyond the boundaries of the sub-band coefficients. When this happens, only

the cogfficients lying within the sub-band are ceded using the method described in Annex D. The first stripe coded using this
method corresponds to the first four rows of subsband coefficients in the code-block or as many of such rows as are pr¢sent.
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Figure B.9 — Code-blocks:and precincts in sub-band b from four different tiles
B.8 |[Layers
The compressed image data of<each code-block is distributed across one or more layers in the codestream. Fach layer
consists ¢f some number of-consecutive bit-plane coding passes from each code-block in the tile, incjuding all
sub-band{ of all componentsfor that tile. The number of coding passes in the layer may vary from code-block to code-
block and may be as Jittle’ as zero for any or all code-blocks. The number of layers for the tile is signalled inj the COD
marker segment (sge A6.1).
For a givgn coderblock, the first coding pass, if any, in layer # is the coding pass immediately following the lhst coding
e code-block in layer n — 1, if any.
Layers are indexed from 0 to L — 1, where L is the number of layers in each tile-component.
NOTE 2 - Figure B.10 shows an example of nine precincts of resolution level m. Table B.2 shows the layer formation.
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P.0 P.1 P2
Resolution level
" HL o, P.3 P 4 PS5
LH HH
Pm6 P.7 Pm8
P,0 P, 1 P2 P0 Pl P2
P, 3 P 4 P,5 P,3 P 4 P,5
P, 6 P, 7 P, 8 P,6 P.7 P, 8
T.800_FB-10

Figure B.10 — Diagram of precincts of one resolution level of one component

Table B.2 — Example of layer formation (only one component shown)

Resoluti¢n level 0 m Np
Precipct Py0 Pyl P,0 Pl P8 Pyi0 Pl
Laydr 0 Packet 0 | PacketO | ... ... | PagketO | PacketO | ... [ PacketO | ... | PacketO | Packg¢t O
Laygr 1 Packet 1 | Packet1 | .. ... {\Packet1 | Packet1 | ... | Packet1l | .. | Packetl | Pack¢t1

The basid building blocks of layers are/packets. Packets are created from the code-block compressed image |[data from
the precincts of different resolution levels (for a given tile-component).

B.9

All compfessed imag€)data representing a specific tile, layer, component, resolution level and precinct appdars in the

ackets

NL is the
from the
vels for a

number of decomposition levels. Each subsequent resolution level, » > 0, contains the sub-band coefficients
nHL, nL 5 = 5 T S = IV[ — N L T
tile-component with N; decomposition levels.

The compressed image data in a packet is ordered such that the contribution from the LL, HL, LH and HH sub-bands

appear in that order. This sub-band order is identical to the order defined in F.3.1. Within each sub-band, the code-block

contributions appear in raster order, confined to the bounds established by the relevant precinct. Resolution level » =0

contains only the NV;LL band and resolution levels » > 0 contain only the HL, LH and HH bands. Only those code-

blocks that contain samples from the relevant sub-band, confined to the precinct, have any representation in the packet.
NOTE 1 — Figure B.11 shows the organization of code-blocks within a precinct that form a packet. Table B.3 shows an example
of code-block coding passes that form packets. In Table B.3 the variables a, b, and ¢ are code-block coding passes where a =
significance propagation pass, b = magnitude refinement pass, and ¢ = cleanup pass (see Annex D).
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Figure B.11 — Diagram of code-blocks within precincts @t\0ne resolution level

Table B.3 — Example of packet'formation

code-block 0 code-block 1 code-block 2 code-block 10 code-block 11
MSB c 0 0 c 0 pagket 0
a 0 0 a 0
b 0 0 b 0
c c 0 c 0
a a 0 a 0 pagket 1
b b 0 b 0
c c c c c
LSB a a a a a
b
c c c c

Packet ddta is.introduced by a packet header whose syntax is described in B.10 and is followed by a pafket body
containing the/actual code-bytes contributed by each of the relevant code-blocks. The order defined above i§ followed
in constructing both the packet header and the packet body.

As described in B.6, it can happen that a precinct contains no code-blocks from any of the sub-bands at some resolution
level. When this occurs, all packets corresponding to that precinct must appear in the codestream as empty packets, in
accordance with the packet header described in B.10.

NOTE 2 — Even when a precinct contains relevant code-blocks, an encoder might choose to include no coding passes whatsoever
in the corresponding packet at a given layer. In this case, an empty packet must still appear in the codestream.
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B.10  Packet header information coding

The packets have headers with the following information:
—  Zero length packet;

—  Code-block inclusion;

—  Zero bit-plane information;

—  Number of coding passes;

—  Length of the code-block compressed image data from a given code-block.

Two items in the header are coded with a scheme called tag trees described below. The bits of the packet header are
packed into a whole number of bytes with the bit-stuffing routine described in B.10.1.

The packet headers appear in the codestream immediately preceding the packet data, unless one of the PPM or PPT

marker semmmwmmmfmhmmﬂme main
header (s¢e A.7.4). If the PPM is not used, then a PPT marker segment may be used. In this case, all-of‘the packet

headers i} that tile are relocated to tile-part headers (see A.7.5).

B.10.1 |Bit-stuffing routine

Bits are packed into bytes from the MSB to the LSB. Once a complete byte is assembled, it.is*appended to the packet
header. If| the value of the byte is OxFF, the next byte includes an extra zero bit stuffed intoythe MSB. Oncelall bits of
the packe} header have been assembled, the last byte is packed to the byte boundary and ‘emitted. The last Hyte in the
packet hepder shall not be an 0xFF value (thus the single zero bit stuffed after a byte, with OxFF must be inclpded even
if the OxFF would otherwise have been the last byte).

B.10.2 [Tag trees

A tag trde is a way of representing a two-dimensional array of nor-negative integers in a hierarchicdl way. It
successively creates reduced resolution levels of this two-dimensiopal<array, forming a tree. At every node df this tree
the minifpum integer of the (up to four) nodes below it is/reeorded. Figure B.12 shows an example of this
representdtion. The notation, ¢,(m, n), is the value at the node that*is mth from the left and nth from the top/ at the ith
level. Level O is the lowest level of the tag tree; it contains thetop node.

1 3 2
0,0 1,0 3 2 3
730, 0) | ¢5(1,0) | g2, 0) | |
4,(0, 0) 9>(1, 0)
2 2 1 4 3 2
2 2 2 3 1 2 2 2
4) Original array,of numbers, level 3 b) Minimum of four (or less) nodes, level 2
1 1
1
q,(0,0) q0(0, 0)
¢) Minimum of four (or less) nodes, level 1 d) Minimum of four (or less) nodes, level 0

T.800_FB-12

Figure B.12 — Example of a tag tree representation
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The elements of the array are traversed in raster order for coding. The coding is the answer to a series of questions.
Each node has an associated current value, which is initialized to zero (the minimum). A 0 bit in the tag tree means that
the minimum (or the value in the case of the highest level) is larger than the current value and a 1 bit means that the
minimum (or the value in the case of the highest level) is equal to the current value. For each contiguous 0 bit in the tag
tree the current value is incremented by one. Nodes at higher levels cannot be coded until lower level node values are
fixed (i.e, a 1 bit is coded). The top node on level 0 (the lowest level) is queried first. The next corresponding node on
level 1 is then queried, and so on.

Only the information needed for the current code-block is stored at the current point in the packet header. The decoding
of bits is halted when sufficient information has been obtained. Also, the hierarchical nature of the tag trees means that
the answers to many questions will have been formed when adjacent code-blocks and/or layers were coded. This
information is not coded again. Therefore, there is a causality to the information in packet headers.
NOTE - For example, in Figure B.12, the coding for the number at ¢5(0, 0) would be 01111. The two bits, 01, imply that the top
node at go(0, 0) is greater than zero and is, in fact one. The third bit, 1, implies that the node at ¢;(0, 0) is also one. The fourth bit,
1, implies that the node at ¢,(0, 0) is also one. And the final bit, 1, implies that the target node at ¢3(0, 0) is also one.|To decode
the next node ¢5(1, 0) the nodes at go(0, 0), ¢,(0, 0), and ¢,(0, 0) are already known. Thus, the bits coded are 00'the zero says
that th¢ node at g;(1, 0) is greater than 1, the second zero says it is greater than 2, and the one bit implies that.the\valug is 3. Now
that ¢5{0, 0) and g3(1, 0) are known, the code bits for ¢;(2, 0) will be 101. The first 1 indicates g,(1, 0) is one./The fdllowing 01
then indicates ¢3(2, 0) is 2. This process continues for the entire array in Figure B.12a.

B.10.3 [Zero length packet

The first Bit in the packet header denotes whether the packet has a length of zero (empty packet). The value 0 indicates a
zero length; no code-blocks are included in this case. The value 1 indicates a non-zéro)length; this case is donsidered
exclusively hereinafter.
NOTE]|- If a packet is marked as empty, then no code-blocks may contribute to the corresponding layer. If the next packet is not
marked as empty, the code-block inclusion information (defined in B.10.4) for the-previous layer with the empty bit spt has to be
includgd. The code-block inclusion information for code-blocks which have notyet been included in any packet is endoded using
a tag tfee whose entries are initialized with the layer number of the first layer.to which the code-block contributes. Thus the tag
tree willl have redundant information identifying whether or not the code-block contributes to both the current layer afjd the layer
in whi¢h the packet was marked as empty.

B.10.4 |Code-block inclusion

Informatipn concerning whether or not any compressed ifaage data from each code-block is included in thg packet is
signalled jn one of two different ways depending upon whether or not the same code-block has already been included in
a previous packet (i.e., within a previous layer).

For code-plocks that have been included in a previous packet, a single bit is used to represent the information,[where a 1
means thdt the code-block is included in this layer and a 0 means that it is not.

For code-plocks that have not been previously included in any packet, this information is signalled with a sgparate tag
tree code [for each precinct as confined to'a sub-band. The values in this tag tree are the number of the layer in|which the
current cqde-block is first included.” Although the exact sequence of bits that represent the inclusion tag tree appears in
the bit strpam, only the bits needed for determining whether the code-block is included are placed in the paclet header.
If some of the tag tree is alveady known from previous code-blocks or previous layers, it is not repeated. Likejvise, only
as much pf the tag treeas 1S needed to determine inclusion in the current layer is included. If a code-blpck is not
included yntil a later Jayer, then only a partial tag tree is included at that point in the bit stream.

B.10.5 |Zero bit-plane information

If a codeqbleck-is included for the first time, the packet header contains information identifying the actual fumber of
bit-plane used to represent coefficients from the code-block. The maximum number of bit-planes availalle for the
representation of coefficients in any sub-band, b, is given by M, as defined in Equation (E-2). In general, however, the
number of actual bit-planes for which coding passes are generated is M, — P, where the number of missing most
significant bit-planes, P, may vary from code-block to code-block; these missing bit-planes are all taken to be zero. The
value of P is coded in the packet header with a separate tag tree for every precinct, in the same manner as the code-
block inclusion information.

B.10.6 Number of coding passes

The number of coding passes included in this packet from each code-block is identified in the packet header using the
codewords shown in Table B.4. This table provides for the possibility of signalling up to 164 coding passes.
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Table B.4 — Codewords for the number of coding passes for each code-block

NOTE
QCC 1
by the

Number of coding passes Codeword in packet header
1 0
2 10
3 1100
4 1101
5 1110
6to 36 1111 0000 O
to
1111 1111 O
37 to 164 1111 11111 0000 000
1111 llll?_) 1111 111

— Since the value of M, is limited to a maximum value of 37 by the constraints imposed by the syntax of th
harker segments (see A.6.4, A.6.5, and Equation (E-4)), it is not possible for more than 109 coding'passes to b
ode-block coding algorithm described in Annex D.

B.10.7

The packpt header identifies the number of bytes contributed by each included eode*block. The sequenc
actually ipcluded for any given code-block must not end in a OxFF. Thus, in\the”event that an OxFF w
appeared fat the end of a code-block's contribution to some packet, the 0xFF_may be safely moved to the

packet w
pass leng
with an 03

NOTE
descriH]

In signalling the number of bytes contributed by the codé<block, there are two cases: the code-block co

contains
codeword
in Tables

B.10.7.1

A codewd
is represe

where Lb

The valu
signalling
is sufficig
increase,

ength of the compressed image data from a given code-block

ich contains contributions from the code-block, or dropped if there_is no such packet. The examy
h calculation algorithm described in Annex D ensures that no ¢cading pass will ever be considered
KFF.

— This is, in fact, not a burdensome requirement, since 0xFFs are.always synthesized as necessary by the aritht
ed in Annex C.

L single codeword segment; or the code-block cdentribution contains multiple codeword segments
segments arise when a termination occurs between coding passes which are included in the packet,
D.8 and D.9.

Single codeword segment

rd segment is the number of bytes.contributed to a packet by a code-block. The length of a codewor
hted by a binary number of length®

bits = Lblock + |_10g2 (coding passes added)J

ock is a code-blo¢k state variable. A separate Lblock is used for each code-block in the precinct.

of Lblock-is\initially set to three. The number of bytes contributed by each code-block is pr
bits that ificrease the value of Lblock, as needed. A signalling bit of zero indicates the current value
nt. If ther are & ones followed by a zero, the value of Lblock is incremented by k. While Lbloch
he nuniber of bits used to signal the length of the code-block contribution can increase or decrease

on the nulnber of coding passes included.

QCD and
employed

b of bytes
buld have
bsequent
le coding
as ending

netic coder

ntribution
Multiple
as shown

 segment

(B-19)

bceded by
of Lblock
can only
lepending

NOTE 1 — For example, say that in successive layers a code-block has 6 bytes, 31 bytes, 44 bytes, and 134 bytes respectively.
Further assume that the number of coding passes is 1, 9, 2, and 5. The code for each would be 0 110 (0 delimits and 110 = 6),
0011111 (0 delimits, log, 9 = 3 bits for the 9 coding passes, 011111 =31), 11 0 101100 (110 adds two bits to Lblock, log, 2 =1,
101100 = 44), and 1 0 10000110 (10 adds one bit to Lblock, log, 5 =2, 10000110 = 134).

NOTE

B.10.7.2

2 — There is no requirement that the minimum number of bits be used to signal length (any number is valid).

Multiple codeword segments

Let T be the set of indices of terminated coding passes included for the code-block in the packet as indicated in
Tables D.8 and D.9. If the index final coding pass included in the packet is not a member of 7, then it is added to 7.
Let n; <...<ng be the indices in 7. K lengths are signalled consecutively with each length using the mechanism
described in B.10.7.1. The first length is the number of bytes from the start of the code-block's contribution in this
packet to the end of coding pass n;. The number of added coding passes for the purposes of Equation (B-19) is the
number of passes in the packet up through »;. The second length is the number of bytes from the end of coding pass, 7,
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to the end of coding pass, n,. The number of added coding passes for the purposes of Equation (B-19) is n, — n;. This
procedure is repeated for all K lengths.

NOTE - Consider the selective arithmetic coding bypass (see D.6). Say that the passes included in a packet for a given code-
block are the cleanup pass of bit-plane number 4 through the significance propagation pass of bit-plane number 6 (see
Table D.9). These passes are indexed as {0, 1, 2, 3, 4} and the lengths are given as {6, 31, 44, 134, 192} respectively. Then T'=
{0, 2, 3, 4} and K = 4 lengths are signalled. The set of lengths to be signalled is {6, 75, 134, 192} and the corresponding number
of coding passes that are added is {1, 2, 1, 1}. A valid code bit sequence is 11 1110 (Lblock increased to 8), 0000 0110
(logy1 =0, 8 bits used to code length of 6), 0 0100 1011 (log,2 = 1, 9 bits used to code the length of 75), 1000 0110 (log,1 =0, 8
bits used to code the length of 134), and 1100 0000 (log,1 = 0, 8 bits used to code the length of 192). Notice that the value of

Lblock

B.10.8

is incremented only at the start of the sequence.

Order of information within packet header

The following is the packet header information order for one packet of a specific layer, tile-component, resolution level
and precinct.

The pack
appear re
appears if
NOTE
known|

The dg
stream

Inclusi|

bit for zero or non-zero length packet
for each sub-band (LL or HL, LH and HH)
for all code-blocks in this sub-band confined to the relevant precinct, in raster order
code-block inclusion bits (if not previously included then tag tree, else one bit)
if code-block included
if first instance of code-block
zero bit-planes information
number of coding passes included
increase of code-block length indicator (Lblock)
for each codeword segment
length of codeword segment

bt header may be immediately followed by the EPH marker as described in A.8.2. The EPH m
a PPM or PPT marker segment, the EPH marker (if used) must appear together with the packet hea

to the encoder. In particular the "inclusion information" shows the layer where each code-block first appears
coder will receive this information via the inclusion tag tree in several packet headers. Table B.5 shows the r
(in part) from this information.

irker may

pardless of whether the packet contains any code-block contributions. In the event that the paclet header

fer.

— Figure B.13 and Table B.5 show a brief example of packet header construction. Figure B.13 shows the information

n a packet.
bsulting bit

pn information Z¢ro bit-planes # of coding passes (layer 0) Length information (layer 0)

Inclupion tag tree Zero bit-planes tag tree # of coding passes (layer 1) Length information (layer 1)

1 3 6 K) — — 10 —

Figure B.13 — Example of the information known to the encoder
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Table B.5 — Example packet header bit stream

Bit stream (in order)

Derived meaning

1

Packet non-zero in length

111 Code-block 0, 0 included for the first time (partial inclusion tag tree)
000111 Code-block 0, 0 insignificant for 3 bit-planes
1100 Code-block 0, 0 has 3 coding passes included
0 Code-block 0, 0 length indicator is unchanged
0100 Code-block 0, 0 has 4 bytes, 4 bits are used, 3 + floor(log, 3)
1 Code-block 1, 0 included for the first time (partial inclusion tag tree)
Code-block 1, 0 insignificant for 4 bit-planes
0 Code-block 1, 0 has 2 coding passes included
[0 Code-block 1, 0 length indicator is increased by 1 bit (3 to 4)
0d100 Code-block 1, 0 has 4 bytes, 5 bits are used 4 + floor(log, 2),
(Note that while this is a legitimate entry, it is not minimal in code length.)
Code-block 2, 0 not yet included (partial tag tree)
Code-block 0, 1 not yet included
Code-block 1, 1 not yet included
Code-block 2, 1 not yet included (no data needed, already convéyed by partial tag tree for code-bJock 2, 0)
o Packet header data for the other sub-bands, packet data
Packet for the next layer
1 Packet non-zero in length
1 Code-block 0, 0 included again
1100 Code-block 0, 0 has 3 coding passes included
0 Code-block 0, 0 length indicator is unchanged
1910 Code-block 0, 0 has 10 bytes, 3 + 10og5.(3) bits used
0 Code-block 1, 0 not included in this layer
[0 Code-block 2, 0 not yet included
0 Code-block 0, 1 not yet included
1 Code-block 1, 1 included for the first time
1 Code-block 1, 1fnsignificant for 3 bit-planes
0 Code-block+l, 1+has 1 coding passes included
0 Code-block™, 1 length information is unchanged
go1 Codetblock 1, 1 has 1 byte, 3 + log, (1) bits used
1 Caode-block 2, 1 included for the first time
0do11 Code-block 2, 1 insignificant for 6 bit-planes
0 Code-block 2, 1 has 1 coding passes included
0 Code-block 2, 1 length indicator is unchanged
016 Code=block 2 Hras 2 bytes; 3—+togsbitsused

Packet header data for the other sub-bands, packet data
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B.11 Tile and tile-parts

Each coded tile is represented by a sequence of packets. The rules governing the order that the packets of a tile appear
within the codestream is specified in B.12. It is possible for a tile to contain no packets, in the event that no samples
from any image component map to the region occupied by the tile on the reference grid.

Any tile's representation may be truncated by discarding one or more trailing bytes. Also, any number of whole packets
(in order) may be dropped and the final packet appearing in the tile may be partially truncated. The tile length marker
segment parameters shall reflect this.

The sequence of packets representing any particular tile may be divided into contiguous segments known as tile-parts.
Any number of packets (including zero) may be contained in a tile-part. Each tile must contain at least one tile-part. The
divisions between tile-parts must occur at packet boundaries. While tiles are coherent geometric areas, the tile-parts
may be distributed throughout the codestream in any desired fashion, provided tile-parts from the same tile appear in the
order that preserves the original packet sequence. Each tile-part commences with an SOT marker segment (see A.4.2),
containing The index of the tile to which the tile-part belongs.

NOTE- It is possible to interleave tile-parts from different tiles, as long as the order of the tile-parts from every file1q preserved.
For exgmple, a legitimate codestream might have the following order:
- Tile number 0, tile-part number 0;

- Tile number 1, tile-part number 0;

- Tile number 0, tile-part number 1;

- Tile number 1, tile-part number 1;

4 etc

If SOP mprker segments are allowed (by signalling in the COD marker segment,\see”A.6.1), each packet in any given
tile-part may be appended with an SOP marker segment (see A.8.1). However, whether or not the SOP markgr segment
is used, the count in the Nsop is incremented for each packet. If the packet headers are moved to a PPM or PPT marker
segments[(see A.7.4 and A.7.5), then the SOP marker segments may appear. immediately before the packet bpdy in the
tile-part cpmpressed image data portion.

If EPH mjarkers are required (by signalling in the COD marker segiient, see A.6.1), each packet header in pny given
tile-part shall postpended with an EPH marker segment (see A:8.2). If the packet headers are moved to a PPM or PPT
marker sggments (see A.7.4 and A.7.5), then the EPH markers-shall appear after the packet headers in the PPM or PPT
marker segments.

B.12  |Progression order

For a given tile-part, the packets contain all .compressed image data from a specific layer, a specific conjponent, a
specific r¢solution level, and a specific precinet. The order in which these packets are found in the codestrearh is called
the progr¢ssion order. The ordering of th€ packets can progress along four axes: layer, component, resolution| level and
precinct.

It is posdible that components_haye a different number of resolution levels. In this case, the resolution [level that
corresponds to the NV;LL sub+band is the first resolution level (» = 0) for all components. The indices are synchronized
from that point on.
NOTE|- For example,.take the case of resolution level-position-component-layer progression and two compondnts with 7
resolutjon levels (6 deeomposition levels) and 3 resolution levels (2 decomposition levels) respectively. The » = 0 will forrespond

to the V;LL sub-band of both components. From » = 0 to » = 2 the components will be interleaved as described below. [From » =3
to = ¢ only component 0 will have packets.

B.12.1 |Pr0gressi0n order determination

The COD marker segments signal which of the five progression orders are used (see A.6.1). The progression order can
also be overridden with the POC marker segment (see A.6.6) in any tile-part header. For each of the possible
progression orders the mechanism to determine the order in which packets are included is described below.
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B.12.1.1 Layer-resolution level-component-position progression

Layer-resolution level-component-position progression is defined as the interleaving of the packets in the following
order:

foreach/=0,..., L —1
for each r=0,..., N,ux
for each i =0,..., Csiz— 1
for each k= 0,..., numprecincts — 1
packet for component i, resolution level 7, layer /, and precinct 4.

Here, L is the number of layers and N, is the maximum number of decomposition levels, NV;, used in any component

of the tile. A progression of this type might be useful when low sample accuracy is most desirable, but information is
needed foLall components.

B.12.1.2 |[Resolution level-layer-component-position progression

Resolutioh level-layer-component-position progression is defined as the interleaving of the packets in the [following
order:

for each r=0,..., N,ux
foreach/=0,...,L -1
for each i =0,..., Csiz - 1
for each k=O0,..., numprecincts — 1
packet for component i, resolution level r, layef 4, and precinct £.

A progregsion of this type might be useful in providing low resolutidn level versions of all image components.

B.12.1.3 |Resolution level-position-component-layer progression

Resolutioh level-position-component-layer progression isdefined as the interleaving of the packets in the |[following
order:

for each r=0,..., N,
for each y = tyy,..., ty; — 1,
for each x = tx,..., tx; ~l5
for eachi=0,..;,; Csiz— 1
if (Grdivisible by YRsiz(i)- 2PP D NLD =7y R (¢ = i) AND (tryo - 2207 NoOT
Givisible by 272+ Ni(i)=ry)

if ((r divisible by XRsiz(i) - 270+ V=) OR ((x = txy) AND (irx, - 2Vef)"NOT
divisible by 227X+ Ni(0)=r )

for the next precinct, k, if one exists,

r

o PPN .
forcacthr =0, £T—1

packet for component i, resolution level r, layer /, and precinct k.

In the above, k can be obtained from:

Yy
LRsiz(i)- 2N } try
2PPy(r, i) B { 2PPy (2, i) (B-20)

x
3 |VXRSZ'Z(Z')'2NL_F—‘ _L rx

2PPX ) 2PPX o i)J + numprecinctswide(r, i)~
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To use this progression, XRsiz and YRsiz values must be powers of two for each component. A progression of this type
might be useful in providing low resolution level versions of all image components at a particular spatial location.

NOTE - The iteration of variables x and y in the above formulation is given for simplicity only of expression, not
implementation. Most of the (¥, y) pairs generated by this loop will generally result in the inclusion of no packets. More efficient
iterations can be found based upon the minimum of the dimensions of the various precincts, mapped into the reference grid. This
note also applies to the loops given for the following two progressions.

B.12.14

Position-component-resolution level-layer progression

Position-component-resolution level-layer progression is defined as the interleaving of the packets in the following

order:

In the abg
of two fq
particular

B.12.1.5

Compone
order:

for each y = tyy,..., ty; — 1,

for each x = tx,,..., tx; — 1,

Toreach:=0,..., Cs1z—1

divisible by 2PV i)+ Ni(i)=ry)
if ((x divisible by XRsiz(i) - 2PPxr )+ Ni()
NOT divisible by 2771+ N () =ry)

") OR ((x &%) AND (#rx, -

for the next precinct, k, if one exists, in the sequence)shown in Figure B.8
foreach/=0,...,L—1
packet for component i, resolution le¥el 7, layer /, and precinct .

ve, k can be obtained from Equation (B-20). To use this¢progression, XRsiz and YRsiz values shall
spatial location in all components.

Component-position-resolution level-layer progression

ht-position-resolution level-layer progression is defined as the interleaving of the packets in the

for eachi=0,..., Csiz— 1
for each y = tyy,..., ty; =1\

for each x = tx,..., tx; — 1,

if ((y divisible by YRsiz(9) - 27711 Nel)=r) OR (7= 1) AND (i, - 271!
divisible by 2PPY i)+ Nu(i)=r

NOT divisible by 27750+ Nil)-ry)

for each = 0,..., N;, where N, is the number of decomposition levels for compenent i

if (v divisible by YRsiz(i) - 2P/ NLD =7y O (= ) AND (e 2V20

for each'r = 0,..., N, where N; is the number of decomposition levels for component i

if ((x divisible by XRsiz() - 2PPXFNLOD =7y OR (= 1x0) AND (10 - 2

DC powers

r each component. A progression of this type might be useful in providing high sample accugacy for a

following

for the next precinct, k, if one exists, in the sequence shown in Figure B.8
foreach/=0,..,L -1

packet for component i, resolution level 7, layer /, and precinct 4.

In the above, k& can be obtained from Equation (B-20). A progression of this type might be useful in providing high
accuracy for a particular spatial location in a particular image component.
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B.12.2  Progression order volumes

The progression order default is signalled in the COD marker segment in the main header or tile headers (see A.6.1).
The progression loops of B.12.1 all go from zero to the maximum value.

If this progression order is to be changed, the POC marker segment is used (see A.6.6). In this case, the "for loops"
described in B.12.1 are limited by start points (CSpoc, RSpoc, Layer = 0, inclusive) and end points (CEpoc, REpoc and
LEpoc, exclusive). This creates a progression order volumne of packets. All the packets included in the entire
progression order volume are found in order in the codestream before the next progression order change takes effect. No
packet is ever repeated in the codestream. Therefore, the layer always starts with the next one for a given tile-
component, resolution level, and precinct. The decoder is required to determine the next layer.

Thus, the variables in the above loops are bounded by the progression order volumne as described in Equation (B-21).
CSpod <i< CEpod

RSpod <r< REpod (B-21)
0 < I< LEpod

resolujon level-layer-component-position progression until the box labeled "First" in the figure is complete; then packets are sent

NOTE]|- Figure B.14 shows an example of two progression volumes for a single component image\First packets\flre sent in
in layef-resolution level-component-position progression for the layers of all resolution levels whichvere not previougly sent.

Resolution level

0,0) >
First
«
Second
>
A o
— """""""""""""
o v vV N T
o e
S I
a7 s >
& >
v
T.800_FB-14

Figure B.14 — Example of progression order volume in two dimensions

B.12.3

If there i
(see A.6.60—Fh : . marker secmen
can describe many progression order changes.

rogression order change signalling

ment shall be used in the cpdestream
i He hat-marker segment

If the POC marker segment is found in the main header, it overrides the progression found in the COD for all tiles. The
main header POC marker segement is used for tiles that do not have POC marker segments in their tile-part headers.

If a POC marker segment is used for an individual tile, there shall be a POC marker in the first tile-part header of that
tile and all of the progression order changes shall be signalled in the tile-part headers of that tile. The COD progression
order and the main header POC marker segment (if there is one) are overridden.
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If there are progression order changes signalled by POC marker segments (whether in the main header or the tile-part
headers), then all the order of all the packets in the codestream, or the affected tile-parts of the codestream shall be
described by progression order volumes in the POC marker segments. There will never be the case where a progression
order volume is filled and the next one is not defined. On the other hand, the POC marker segments may describe more
progression order volumes than exist in the codestream. Also, the last progression order volume in each tile may be
incomplete.

The POC marker segments shall describe progression order volumes in order in any tile-part header before the first
included packet appears. However, the POC marker may be, but is not required to be, in the tile-part header
immediately before the progression order volume is used. It is possible to describe many progression order volumes in a
tile-part header even though those progression order volumes do not appear until later tile-parts.

NOTE - For example, all of the progression order volumes can be described one POC marker segement in the first tile-part

header of a tile. Figure B.15a shows this scenario. Equally acceptable, in this case, is describing two progression order volumes
in the first tile-part header and one in the third, as shown in Figure B.15b.

\;
PQV3

POC POV1 POV2 ce® POV2 cont. ce® R

Tile-part 0 Tile-part 1 Tile-part 2

a) |All of the progression order volumes are described in the POC marker segments in thé first tile-part header

POC POV1 POV2 ce s POV2 cont.,O e POC POV3
Tile-part 0 Tile-part 1 Tile-part 2
T.800_FB-15

b)|Progression order volumes 1 and 2 are described in the POE marker segments in the first tile-part headef
progression order volume 3 described in the third tile-part header

-

Figure B.15 — Example of the.placement of POC marker segments
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Annex C

Arithmetic entropy coding

(This annex forms an integral part of this Recommendation | International Standard)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

C.1

Binary encoding (informative)

Figure C.1 shows a simple block diagram of the binary adaptive arithmetic encoder. The decision (D) and context (CX)

pairs are
unit (not
Internatio

C.1.1  [Recursive interval subdivision (informative)

The recur
each bina;
(if necess
occurred.

In the par]
ordered a
interval i

dt +la 4 d I dota LI e ol T R Ialvs dadla
TOCTSSCUTOECTIICT O PTOTUTOC T COTITPTOS SCUTTIA S U U dia T o 7 O Ut pPp Ut D UUT D ana OZx dICTpProviacaroy

T.800_FC-1

Figure C.1 — Arithmetic encoder inputs andoutputs

sive probability interval subdivision of Elias coding is«the basis for the binary arithmetic coding pro
'y decision the current probability interval is subdivided into two sub-intervals, and the code string i3
iry) so that it points to the base (the lower bound)-of the probability sub-interval assigned to the sym

itioning of the current interval into two sub-intervals, the sub-interval for the more probable symbo
bove the sub-interval for the less probableé symbol (LPS). Therefore, when the MPS is coded, the
added to the code string. This codingconvention requires that symbols be recognized as either MP

rather tha
in order t

Since the|code string always points.to the base of the current interval, the decoding process is a matter of de
for each decision, which sub-interval is pointed to by the compressed image data. This is also done recursi
the same [interval sub-divisiofi process as in the encoder. Each time a decision is decoded, the decoder sub
interval the encoder added\to the code string. Therefore, the code string in the decoder is a pointer into t

interval rg
than conc|
than one

C.1.2
The codi

h 0 or 1. Consequently, the size afith€ LPS interval and the sense of the MPS for each decision must
code that decision.

lative to the base of the current interval. Since the coding process involves addition of binary fracti
ptenation ofinteger code words, the more probable binary decisions can often be coded at a cost of
it per degision.

(Coding conventions and approximations (informative)

he model

shown). CX selects the probability estimate to use during the coding of D. In this Recomimendation
nal Standard, CX is a label for a context.
D
CD
ox ENCODER |——»
—>

ess. With
modified
bol which

(MPS) is
LPS sub-
S or LPS,
be known

ermining,
ely, using
tracts any
e current
ons rather
much less

g operations arc done USINg 11Xed precision mteger aritmmetic and UsSing an intcger representation ot

fractional

values in which 0x8000 is equivalent to decimal 0,75. The interval A is kept in the range 0,75 < A < 1,5 by doubling it
whenever the integer value falls below 0x8000.

The code register C is also doubled each time A is doubled. Periodically — to keep C from overflowing — a byte of
compressed image data is removed from the high order bits of the C-register and placed in an external compressed
image data buffer. Carry-over into the external buffer is prevented by a bit-stuffing procedure.
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Keeping A in the range 0,75 < A < 1,5 allows a simple arithmetic approximation to be used in the interval subdivision.
The interval is A and the current estimate of the LPS probability is Qe, a precise calculation of the sub-intervals would

require:

A —(Qe * A) = sub-interval for the MPS

Qe * A = sub-interval for the LPS

Because the value of A is of order unity, these are approximated by:

Wheneve
Wheneve

required for A is then restored, if necessary, by renormalization of both A and C.

With the

sub-interyal larger than the MPS sub-interval. If, for example, the value of Qe is 0,5 and A is at the minimu

value of
inversion

A — Qe = sub-interval for the MPS

(C-1)

(C-2)

(C-3)

Qe = sub-interval for the LPS

the MPS is coded, the value of Qe is added to the code register and the interval ishreduced t
the LPS is coded, the code register is left unchanged and the interval is reduced to Qe The preci

(C-4)

p A —Qe.
ion range

process illustrated above, the approximations in the interval subdivision process‘can sometimes mak

MPS/LPY conditional exchange can only occur when a renormalization is negded.

Wheneve

estimate 1

probabilities of renormalization after coding an LPS or MPS previde an approximate symbol counting

which is ysed to directly estimate the probabilities.

C.2

The ENCODER (Figure C.2) initializes the encodercthrough the INITENC procedure. CX and D pairs are
passed or] to ENCODE until all pairs have been;tead. The probability estimation procedures which provid

estimates
when nec
1 bits as

terminati

NOTE

Standafd. Other methods, such as'that defined in D.4.2, are acceptable.

[Description of the arithmetic encoder (informative)

of the probability for each context ar¢~imbedded in ENCODE. Bytes of compressed image data
pssary. When all of the CX and D pairs have been read, FLUSH sets the contents of the C-register t|
pbossible and then outputs the final bytes. FLUSH also terminates the encoding and generates th
1g marker.

— While FLUSH is required in ITU-T Rec. T.88 | ISO/IEC 14492, it is informative in this Recommendation | I

e the LPS
allowed

,75, the approximate scaling gives 1/3 of the interval to the MPS and 2/3 to the LPS. To avoid this size
the MPS and LPS intervals are exchanged whenever the LPS interval\is larger than the MPS intdrval. This

a renormalization occurs, a probability estimation process is(nvoked which determines a new grobability
or the context currently being coded. No explicit symbol ceunts are needed for the estimation. The relative

echanism

read and
b adaptive
pre output
h as many
b required

ternational
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ENCODER

INITENC

C.21

ENCODE

Finished?

Yes

FL.UUSH

Done

T.800_FC-2

FKigure C.2 — Encoder for the MQ-coder

|Encoder code register-conventions (informative)

The flow pharts given in this.annex assume the register structures for the encoder shown in Table C.1.

Table C.1 — Encoder register structures

MSB LSB
C-register 0000 cbbb bbbb bsss XXXX XXXX XXXX XXXX
A-register 0000 0000 0000 0000 laaa aaaa aaaa aaaa

The "a" bits are the fractional bits in the A.register (the current interval value) and the "x" bits are the fractional bits in
the code register. The "s" bits are spacer bits which provide useful constraints on carry-over, and the "b" bits indicate
the bit positions from which the completed bytes of the compressed image data are removed from the C-register. The
"c" bit is a carry bit. The detailed description of bit stuffing and the handling of carry-over will be given in a later part

of this annex.
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C.2.2

Encoding a decision (ENCODE) (informative)

ISO/IEC 15444-1:2004 (E)

The ENCODE procedure determines whether the decision D is a 0 or not. Then a CODEO or a CODEI procedure is
called appropriately. Often embodiments will not have an ENCODE procedure, but will call the CODEO or CODE1
procedures directly to code a 0-decision or a 1-decision. Figure C.3 shows this procedure.

ENCODE
No D =09 Yes

CODE1

CODE(

T.800_FE-3

a

Figure C.3 —- ENCODE procedure

C.23 [Encoding a 1 or a 0 (CODE1 and CODEDO0) (informative)

When a g
or it is thq
context. K
MPS valy

CODE1

No Yes

ven binary decision is coded, one of two possibilities\occurs — the symbol is either the more probab
less probable symbol. CODE1 and CODEQO are illustrated in Figures C.4 and C.5. In these figures,
or each context, the index of the probability,€stimate which is to be used in the coding operatior
e are stored. MPS(CX) is the sense (0 or 1) of the MPS for context CX.

<

CODELPS

CODEMPS

T.800_FC-4

le symbol
CX is the
s and the

»

Figure C.4 — CODEL1 procedure
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CODE(

No Yes

<
<

CODELPS CODEMPS

F806—C=>

Done

Figure C.5 — CODEO procedure

C.24 [Encoding an MPS or LPS (CODEMPS and CODELPS) (informative)

The COQELPS (Figure C.6) procedure usually consists of a scaling of the’interval to Qe(I(CX)), the grobability
estimate ¢f the LPS determined from the index I stored for context CX. The'upper interval is first calculated s¢ it can be
compared| to the lower interval to confirm that Qe has the smaller Size. It is always followed by a renormalization
(RENORME). In the event that the interval sizes are inverted, however, the conditional MPS/LPS exchange dccurs and
the upper|interval is coded. In either case, the probability estimate is updated. If the SWITCH flag for the indek I[(CX) is
set, then fthe MPS(CX) is inverted. A new index I is saved.at*CX as determined from the next LPS index (NLPS)
column ir] Table C.2.
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CODELPS

A=A - Qe(I(CX))

A < Qe(I(CX))?

ISO/IEC 15444-1:2004 (E)

A = Qe(I(CX))

C = C + Qe(I(CX))

Yes

MPS(CX) = 1 — MPS(CX)

SWITCH(I(CX))
=19

A 4

1(CX) =NLPS(I(CX))

v

RENORME

Done

T.800_FC-6

Figure C.6 — CODELPS procedure with conditional MPS/LPS exchange

Table C.2 — Qe values and probability estimation

Index Qe_Value NMPS NLPS SWITCH
(hexadecimal) (binary) (decimal)
0 0x5601 0101 0110 0000 0001 0,503 937 1 1 1
1 0x3401 0011 0100 0000 0001 0,304 715 2 0
2 0x1801 0001 1000 0000 0001 0,140 650 3 0
3 0x0AC1 0000 1010 1100 0001 0,063 012 4 12 0
4 0x0521 0000 0101 0010 0001 0,030 053 5 29 0
5 0x0221 0000 0010 0010 0001 0,012 474 38 33 0
6 0x5601 0101 0110 0000 0001 0,503 937 7 6 1
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Table C.2 — Qe values and probability estimation (concluded)

Index Qe_Value NMPS NLPS SWITCH
(hexadecimal) (binary) (decimal)

0x5401 0101 0100 0000 0001 0,492 218 8 14 0

0x4801 0100 1000 0000 0001 0,421 904 9 14 0

0x3801 0011 1000 0000 0001 0,328 153 10 14 0
10 0x3001 0011 0000 0000 0001 0,281 277 11 17 0
11 0x2401 0010 0100 0000 0001 0,210 964 12 18 0
12 0x1C01 0001 1100 0000 0001 0,164 088 13 20 0
13 0x1601 0001 0110 0000 0001 0,128 931 29 21 0
14 UX5001 UTOT UTTU 0000 U001 0,503 937 s T 1
15 0x5401 0101 0100 0000 0001 0,492 218 16 14 0
16 0x5101 0101 0001 0000 0001 0,474 640 17 15 0
17 0x4801 0100 1000 0000 0001 0,421 904 18 16 0
18 0x3801 0011 1000 0000 0001 0,328 153 19 17 0
19 0x3401 0011 0100 0000 0001 0,304 715 20 18 0
20 0x3001 0011 0000 0000 0001 0,281 277 21 19 0
21 0x2801 0010 1000 0000 0001 0,234 401 22 19 0
22 0x2401 0010 0100 0000 0001 0,210 964 23 20 0
23 0x2201 0010 0010 0000 0001 0,199 245 24 21 0
24 0x1C01 0001 1100 0000 0001 0,164 088 25 22 0
25 0x1801 0001 1000 0000 0001 0,140.650 26 23 0
26 0x1601 0001 0110 0000 0001 041284931 27 24 0
27 0x1401 0001 0100 0000 0001 03117 212 28 25 0
28 0x1201 0001 0010 0000 0001 0,105 493 29 26 0
29 0x1101 0001 0001 0000 0001 0,099 634 30 27 0
30 0x0ACl1 0000 1010 1100 0001 0,063 012 31 28 0
31 0x09C1 0000 1001 11000001 0,057 153 32 29 0
32 0x08A1 0000 1000.1010 0001 0,050 561 33 30 0
33 0x0521 0000 0101 0010 0001 0,030 053 34 31 0
34 0x0441 0000~0100 0100 0001 0,024 926 35 32 0
35 0x02A1 0000 0010 1010 0001 0,015 404 36 33 0
36 0x0221 0000 0010 0010 0001 0,012 474 37 34 0
37 0x0141 0000 0001 0100 0001 0,007 347 38 35 0
38 0x0 1.1 0000 0001 0001 0001 0,006 249 39 36 0
39 0x0085 0000 0000 1000 0101 0,003 044 40 37 0
40 0x0049 0000 0000 0100 1001 0,001 671 41 38 0
41 0x0025 0000 0000 0010 0101 0,000 847 42 39 0
42 0x0015 0000 0000 0001 0101 0,000 481 43 40 0
43 0x0009 0000 0000 0000 1001 0,000 206 44 41 0
44 0x0005 0000 0000 0000 0101 0,000 114 45 42 0
45 0x0001 0000 0000 0000 0001 0,000 023 45 43 0
46 0x5601 0101 0110 0000 0001 0,503 937 46 46 0

C.2.5  Probability estimation

Table C.2 shows the Qe value associated with each Qe index. The Qe values are expressed as hexadecimal integers, as
binary integers, and as decimal fractions. To convert the 15-bit integer representation of Qe to the decimal probability,
the Qe values are divided by (4/3) * (0x8000).

The estimator can be defined as a finite-state machine — a table of Qe indexes and associated next states for each type of
renormalization (i.e., new table positions) — as shown in Table C.2. The change in state occurs only when the arithmetic
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coder interval register is renormalized. This is always done after coding the LPS, and whenever the interval register is
less than 0x8000 (0,75 in decimal notation) after coding the MPS.

After an LPS renormalization, NLPS gives the new index for the LPS probability estimate. If the switch is 1, the MPS
symbol sense is reversed.

CODEMPS

A=A - Qe(I(CX))

No Yes

A AND 0x8000 = 0?

C=C + Qe(I(CX))

C = C + Qe(I(CX)) A = Qe(I(CX))

) ‘

1(CX) = NMPS(I(CX))

v

RENORME

pone
T.800_FC-7

Figure C.7 —- CODEMPS procedure with conditional MPS/LPS exchange

The index to the current estimate is part of the information stored for context CX. This index is used as the index to the
table of values in NMPS, which gives the next index for an MPS renormalization. This index is saved in the context
storage at CX. MPS(CX) does not change.

The procedure for estimating the probability on the LPS renormalization path is similar to that of an MPS
renormalization, except that when SWITCH(I(CX)) is 1, the sense of MPS(CX) is inverted.

The final index state 46 can be used to establish a fixed 0,5 probability estimate.

ITU-T Rec. T.800 (08/2002 E) 71


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

C.2.6 Renormalization in the encoder (RENORME) (informative)

Renormalization is very similar in both encoder and decoder, except that in the encoder it generates compressed bits and
in the decoder it consumes compressed bits.

The RENORME procedure for the encoder renormalization is illustrated in Figure C.8. Both the interval register A and
the code register C are shifted, one bit at a time. The number of shifts is counted in the counter CT, and when CT is
counted down to zero, a byte of compressed image data is removed from C by the procedure BYTEOUT.
Renormalization continues until A is no longer less than 0x8000.

RENORME

A=A<<1
C=C<<1
CT=CT-1

Yes

BYTEOUT

N

Yes

A AND©x8000 = 0?

T.800_FC-8

Figure C.8 — Encoder renormalization procedure

C.2.7 [Compressedimage data output (BYTEOUT) (informative)

The BYTIEOUT rotitine called from RENORME is illustrated in Figure C.9. This routine contains the bjit-stuffing
procedurgs which~are needed to limit carry propagation into the completed bytes of compressed image [data. The

conventions used make it impossible for a carry to propagate through more than the byte most recently wriften to the
compress¢diiimage data buffer.
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BYTEOUT

Yes

C < 0x8000000?

The procs
left is for

B is the

YNO

B=B+1

No
< B = 0xFF?
Yes

C = C AND 0x7FFFFEF?

A 4

A 4 y

BP=BP+1 BP=BP+1
B=C>>19 B=C>>20
C = C AND 0x7FFFF C =C AND 0xFFFF
CT=8 CT=7
T.800_FC-9
4
Done

Figure C.9 — BYTEOUT procedure for encoder

dure in ‘the’block in the lower right section does bit stuffing after a OxFF byte; the similar proced
the case'where bit stuffing is not needed.

pyte“pointed to by the compressed image data buffer pointer BP. If B is not a 0xFF byte, the ¢

ire on the

ity bit is

checked. If the carry bit is set, it is added to B and B is again checked to see if a bit needs to be stuffed in the next byte.
After the need for bit stuffing has been determined, the appropriate path is chosen, BP is incremented and the new value
of B is removed from the code register "b" bits.

C.2.8

Initialization of the encoder (INITENC) (informative)

The INITENC procedure is used to start the arithmetic coder. After MPS and I are initialized, the basic steps are shown
in Figure C.10.
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INITENC

A = 0x8000
C=0
BP=BPST-1
CT=12

B = 0xFF?

\'/Yes

CT=13

Done

T.800_FC-10
Figure C.10 — Initialization of the encoder

The interyal register and code register are set to their initial values, and the bit counter is set. Setting CT = ]2 reflects
the fact that there are three spacer bits in the register which heed to be filled before the field from which thq bytes are
removed {s reached. BP always points to the byte preceding’the position BPST where the first byte is placed. [herefore,
if the pre¢eding byte is a OXFF byte, a spurious bit stuffwill occur, but can be compensated for by increasing CT. The
initial setfings for MPS and I are shown in Table D.7;

C.29 Termination of coding (FLUSH) (informative)

The FLUPBH procedure shown in Figure €11 is used to terminate the encoding operations and generate th¢ required
terminati)g marker. The procedure guarantees that the OxFF prefix to the marker code overlaps the final bits of the
compress¢d image data. This guarantees that any marker code at the end of the compressed image dafa will be
recognizef and interpreted beforetdecoding is complete.

74 ITU-T Rec. T.800 (08/2002 E)


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

FLUSH

SETBITS

v

C=C<<CT

v

BYTEOUT

v

C=C<<CT

'

BYTEOUT

B = 0xFF?

No

BP=BP+1 Discard B

P | 7.800_FC-11

Done

Figure C.11 — FLUSH procedure

The first partof the FEGSHprocedure setsas Tmany bits T the €-register toas possibte as showm mm Figure C.12. The
exclusive upper bound for the C-register is the sum of the C-register and the interval register. The low order 16 bits of C

are forced to 1, and the result is compared to the upper bound. If C is too big, the leading 1-bit is removed, reducing C
to a value which is within the interval.
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SETBITS

TEMP=C+A
C = C OR OxFFFF

The byte
O0xFF ther

NOTE

the bit stream is allowed in this Recommendation | International Standard provided correct decoding is assured (see D.

C3 Arithmetic decoding procedure

Figure C.]3 shows a simple block diagram of:a binary adaptive arithmetic decoder. The compressed image da
a context [CX from the decoder's model unit-(not shown) are input to the arithmetic decoder. The decoder's ou

decision ID. The encoder and decoder miode] units need to supply exactly the same context CX for each given ¢
CD
D
c DECODER ———»
X
—>

C =2 TEMPC?
Y Yes
C=C-0x8000
v
Done

T.800_FC-12
Figure C.12 — Setting the final bits in the C register

n the C-register is then completed by shifting C, and twodytes are then removed. If the byte in buffq
it is discarded. Otherwise, buffer B is output to the bit'stream.
— This is the only normative option for termination in-JTU-T Rec. T.88 | ISO/IEC 14492. However, further r

T.800_FC-13

Figure C.13 — Arithmetic decoder inputs and outputs

r, B, is an

bduction of
1.2).

ta CD and
tput is the
ecision.

The DECODER (Figure C.14) initializes the decoder through INITDEC. Contexts, CX, and bytes of compressed image
data (as needed) are read and passed on to DECODE until all contexts have been read. The DECODE routine decodes
the binary decision D and returns a value of either 0 or 1. The probability estimation procedures which provide adaptive
estimates of the probability for each context are embedded in DECODE. When all contexts have been read, the
compressed image data has been decompressed.
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DECODER

INITDEC

Read CX

'

D=DECODE

No

Done

T.800_FC-14

Figure C.14 — Decoder for the MQ-coder

C.3.1 [Decoder code register conventions

The flow fharts given in this annex assume the register structures for the decoder shown in Table C.3.

Table C.3 — Decoder register structures

MSB LSB

Chigh register

XXXX XXXX

XXXX XXXX

Clow register

bbbb bbbb

0000 0000

aaaa aaaa

aaaa aaaa

A-register

Chigh and Clow.can-be thought of as one 32-bit C-register in that renormalization of C shifts a bit of new daty from the
MSB of (low(tojthe LSB of Chigh. However, the decoding comparisons use Chigh alone. New data is insertd¢d into the
"b" bits of Clow one byte at a time.

The detailed description of the handling of data with stuff-bits will be given later in this annex.

Note that the comparisons shown in the various procedures in this clause assume precisions greater than 16 bits. Logical
comparisons can be used with 16-bit precision.

C3.2 Decoding a decision (DECODE)

The decoder decodes one binary decision at a time. After decoding the decision, the decoder subtracts any amount from
the compressed image data that the encoder added. The amount left in the compressed image data is the offset from the
base of the current interval to the sub-interval allocated to all binary decisions not yet decoded. In the first test in the
DECODE procedure illustrated in Figure C.15 the Chigh register is compared to the size of the LPS sub-interval.
Unless a conditional exchange is needed, this test determines whether a MPS or LPS is decoded. If Chigh is logically
greater than or equal to the LPS probability estimate Qe for the current index I stored at CX, then Chigh is decremented
by that amount. If A is not less than 0x8000, then the MPS sense stored at CX is used to set the decoded decision D.
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DECODE

A=A - Qe(I(CX))

N Y
° Chigh < Qe(1(CX))? e
Y
Chigh = Chigh — Qe(I(CX))
No
AJAND 0x8000 = 0?
Yes
A A
D  MPS_EXCHANGE D = MPS§(CX) D=LPS_EXCHANGE
RENORMD RENORMD
800_FC-15
A
Return D
Figure C.15 — Decoding an MPS or an LPS
§ path the
s the first

step in Figure C. 16 1s not loglcally less than the LPS probablhty estlmate Qe(I(CX)) an MPS d1d occur and the decision
can be set from MPS(CX). Then the index I(CX) is updated from the next MPS index (NMPS) column in Table C.2. If,
however, the LPS sub-interval is larger, the conditional exchange occurred and an LPS occurred. D is set by inverting
MPS(CX). The probability update switches the MPS sense if the SWITCH column has a "1" and updates the index
I(CX) from the next LPS index (NLPS) column in Table C.2. The probability estimation in the decoder needs to be
identical to the probability estimation in the encoder.
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MPS_EXCHANGE

No Yes
A < Qe(I(CX))?
A 4 r
D i MPS(CX) D=T=MPSCX)
I(CX) = NMPS(I(CX))
Yes
SWITCHA(CX)) = 1?
' No

MPS(CX) = 1 - MPS(CX)

A 4

I(CX) = NLPS(I(CX)

T.800JFC-16

Return D

Figure’C.16 — Decoder MPS path conditional exchange procedure

For the LPS path of the-decoder, the conditional exchange procedure is given the LPS EXCHANGE procedyire shown
in Figure|C.17. The_same logical comparison between the MPS sub-interval A and the LPS sub-interval Qe(I(CX))
determings if a~cenditional exchange occurred. On both paths the new sub-interval A is set to Qe(I(CX)). On the left

path the ¢onditional exchange occurred so the decision and update are for the MPS case. On the right path}, the LPS
decision dnduipdate are followed
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LPS_EXCHANGE

Yes No
A <Qe(I(CX))?

A 4 A

A = Qe(I(CX)) A = Qe((CX))

D= MPS(CX) D=1-MPS(CX)
I(CX) = NMPS(I(CX))

Yes

SWITCHU(EX)) = 1?

MPS(CX) = 1 - MPS(CX)

A 4

I(CX) = NLPS(I(CX)

T.800JFC-17

Return D

Figure C.17 — Decoder LPS path conditional exchange procedure

C.33 enormalization in the decoder (RENORMD)

The RENPRMD procedure for the decoder renormalization is illustrated in Figure C.18. A counter keeps trpck of the
number of compressed bits in the Clow section of the C-register. When CT is zero, a new byte is inserted intp Clow in
the BY THIN.procedure. The C-register in this procedure is the concatenation of the Chigh and Clow registers.

Both the interval register A and the code register C are shifted, one bit at a time, until A is no longer less than 0x8000.
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RENORMD

No

BYTEIN

A=A<<1
C=C<<1
CT=CT-1

Yes

A AND 0x8000 = 02

T.800_FC-18

Figure €.18 — Decoder renormalization procedure

C34 (Compressed image data input (BYTEIN)

The BYTEIN procedure called-from RENORMD is illustrated in Figure C.19. This procedure reads in one byte of data,
compensdting for any stuff bits following the OxFF byte in the process. It also detects the marker codes which must
occur at the end of a coding pass. The C-register in this procedure is the concatenation of the Chigh and Clow fegisters.
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BYTEIN

BP=BP+1
B1 > 0x8F? C=C+(B<<39)
CT=8
BP=BP+1 _
C=C+(B<<9) C—Cc;rgngFOO
CT=7
A 4
Done
T'800_FC-19

Figure C.19 — BYTEIN procedure for‘decoder

B is the bjyte pointed to by the compressed image data buffer pointer'BP. If B is not a OxFF byte, BP is increnfented and
the new vplue of B is inserted into the high order 8 bits of Clow.

If B is a 0xFF byte, then B1 (the byte pointed to by BP+1) 15 tested. If B1 exceeds 0x8F, then B1 must be pne of the
marker cqdes. The marker code is interpreted as required;~and the buffer pointer remains pointed to the OxFH prefix of
the markgr code which terminates the arithmetically compressed image data. 1-bits are then fed to the decoddr until the
decoding fis complete. This is shown by adding 0xFEQO to the C-register and setting the bit counter CT to 8.

If B1 is npt a marker code, then BP is incremented to point to the next byte which contains a stuffed bit. The B is added
to the C-fegister with an alignment such that'the stuff bit (which contains any carry) is added to the low ofder bit of
Chigh.

C.3.5 |[Initialization of the decoder (INITDEC)

The INITIDEC procedure is used to start the arithmetic decoder. After MPS and I are initialized, the basid steps are
shown in Figure C.20.

82 ITU-T Rec. T.800 (08/2002 E)


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

INITDEC
BP =BPST
C=B<<16

BYTEIN
C=C<<7
CT=CT-7
A = 0x8000

Done

T.800_FC-20

Figure C.20 — Initialization of the decoder

binter to the compressed image data, is initialized to BPSTApointing to the first compressed byte)
e compressed image data is shifted into the low order byte of Chigh, and a new byte is then reg
is then shifted by 7 bits and CT is decremented by:7,rbringing the C-register into alignment with tle starting
\. The interval register A is set to match the starting value in the encoder. The initial settings for
in Table D.7.

|Resetting arithmetic coding statistics

points during the decoding some_gryall of the arithmetic coding statistics are reset. This proces
[(CX) and MPS(CX) to their initial values as defined in Table D.7 for some or all values of CX.

Saving arithmetic coding statistics

hses, the decoder needs %o save or restore some values of I(CX) and MPS(CX).

The first
d in. The

PS and 1

involves

ITU-T Rec. T.800 (08/2002 E)

83


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

Annex D

Coefficient bit modeling

(This annex forms an integral part of this Recommendation | International Standard)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

This annex defines the modeling and scanning of transform coefficient bits.

Code-blocks (see Annex B) are decoded a bit-plane at a time starting from the most significant bit-plane with a non-
zero element to the least significant bit-plane. For each bit-plane in a code-block, a special code-block scan pattern is
used for aa e g passes. Ea oetficient bitfrtie bit-piane appears T onty omne of te three codjng passes
called significance propagation, magnitude refinement, and cleanup. For each pass contexts are created*which are
provided fo the arithmetic coder, CX, along with the bit stream, CD (see C.3).

D.1

Each bit-plane of a code-block is scanned in a particular order. Starting at the top left, the first four coefficignts of the
first colutn are scanned, followed by the first four coefficients of the second column and.so on, until the right side of
the code-block is reached. The scan then returns to the left of the code-block and the(second set of four coeffficients in
each column is scanned. The process is continued to the bottom of the code-bloeks If the code-block heijght is not
divisible by 4, the last set of coefficients scanned in each column will contain fgwer than 4 members. Figure ID.1 shows
an example of the code-block scan pattern for a code-block.

ode-block scan pattern within code-blocks

Code-block 16 wide by N high

A
v

0|4 |8 |12]16 20|24 |28 |32[36|40 |44 |48 |52 |56 | 60

1 519 | 131721 25|29 |33 37|41 (45|49 |53 |57]61

2 16 [10]14 |18 |22 |26 30|34 (38|42 |46 |50 |54 |58 |62

307 |11 |15]19 2327 |31 |35(39(43 |47 |51|55]59]|63

64

T.800_FD-1

Figure D.1 — Example scan pattern of a code-block bit-plane

D.2 Coefficient bits and significance

D.2.1 (Géneral case notations

The decoding procedures specified in this annex produce for each transform coefficient («, v) of sub-band b the decoded
bits which will be used to reconstruct the transform coefficient value g,(u, v). The bits produced are: a sign bit s,(u, v)
and a number N,(u, v) of decoded magnitude MSBs, ordered from most to least significant: MSB«(b, u, v) is the ith MSB
of transform coefficient («, v) of sub-band b (i = 1, ..., Ny(u, v)). As indicated in Equation (D-1), the sign bit s,(u, v) has
a value of one for negative coefficients and of zero for positive coefficients. The number N,(u, v) of decoded MSBs
includes the number of all zero most significant bit-planes signalled in the packet header (see B.10.5).
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D.2.2 Notation in the case with ROI

In the case of the presence of the RGN marker segment (indicating the presence of an ROI), modifications need to be
made to the decoded bits, as well as the number of decoded bits N,(u, v). These modifications are specified in H.1. In
the absence of the RGN marker segment, no modification is required.

D.3 Decoding passes over the bit-planes

Each coefficient in a code-block has an associated binary state variable called its significance state. Significance states
are initialized to 0 (coefficient is insignificant) and may become 1 (coefficient is significant) during the course of the
decoding of the code-block. The "significance state" changes from insignificant to significant (see the clause below) at
the bit-plane where the most significant magnitude bit equal to 1 is found. The context vector for a given current
coefficient is the binary vector consisting of the significance states of its 8 nearest-neighbor coefficients, as shown in
Figure D.2. Any nearest neighbor lying outside the current coefficient's code-block is regarded as insignificant (i.e., it is

1 H £ BN N, u R doa o 1. ") 4 .
treated asphav Mg aZ<ro- srgntrreance-—statc)rortic-purposcereatmgacontcxt-vector-roraccoamgmecurrent=< efficient.

D, Vo D,

H, X H,

D, | vV, | D,

T.800_FD-2

Figure D.2 — Neighbors states used to form' the context

In general, a current coefficient can have 256 possible context vectors. These are clustered into a smaller umber of
contexts ficcording to the rules specified below for context«formation. Four different context formation|rules are
defined, qne for each of the four coding passes: significance.coding, sign coding, magnitude refinement cqding, and
cleanup cpding. These coding operations are performed imthree coding passes over each bit-plane: significancp and sign
coding in|a significance propagation pass, magnitude refinement coding in a magnitude refinement pass, and cleanup
and sign doding in a cleanup pass. For a given coding operation, the context label (or context) provided to the prithmetic
coding enfine is a label assigned to the current cogfficient's context.

NOTE|- Although (for the sake of concreteness) specific integers are used in the tables below for labeling contexts,] the tokens

used far context labels are implementation~dependent and their values are not mandated by this Recommendation | Injternational
Standajd.

The first bit-plane within the current block with a non-zero element has a cleanup pass only. The remaining |bit-planes
are decoded in three coding passes. Each coefficient bit is decoded in exactly one of the three coding passps. Which
pass a cogfficient bit is decodéd)in depends on the conditions for that pass. In general, the significance propagation pass
includes the coefficients thatjare predicted, or "most likely", to become significant and their sign bits, as agjpropriate.
The maggitude refinement pass includes bits from already significant coefficients. The cleanup pass includes all the
remaining coefficients

D.3.1 Significance propagation decoding pass

The eight| surteunding neighbor coefficients of a current coefficient (shown in Figure D.2 where X denotes the current
coefficientyare used 10 creatc a CONeXt vector that maps 1mto one of e 9 CONtexts Snown i 1abie D.1. 1t a coefficient
is significant then it is given a 1 value for the creation of the context, otherwise it is given a 0 value. The mapping to the
contexts also depends on the sub-band.
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Table D.1 — Contexts for the significance propagation and cleanup coding passes

LL and LH sub-bands HL sub-band HH sub-band Context
(vertical high-pass) (horizontal high-pass) (diagonally high-pass) label®
D H; DV DD D H; DV > D (H+V;) DD

2 x° X X 2 X X >3 8

1 >1 X >1 1 X >1 2 7

1 0 >1 0 1 21 0 2 6

1 0 0 0 1 0 >2 1 5

0 2 X 2 0 X 1 1 4

0 1 X 1 0 X 0 1 3

0 0 >2 0 0 >2 >2 0 2

0 0 1 0 0 1 1 0 1

0 0 0 0 0 0 0 0. 0

Y Note|that the context labels are indexed only for identification convenience in this Recommendation | International Standard.
The gctual identifiers used is a matter of implementation.
mx" jhdicates a "don't care" state.

The significance propagation pass only includes bits of coefficients that were insignificant (the significance state has yet
to be set) and have a non-zero context. All other coefficients are skipped. The context is delivered to the prithmetic
decoder (plong with the bit stream) and the decoded coefficient bit is returneds If the value of this bit is | then the
significance state is set to 1 and the immediate next bit to be decoded is the sign’bit for the coefficient. Othdrwise, the
significance state remains 0. When the contexts of successive coefficients.and coding passes are considered] the most
current significance state for this coefficient is used.
D.3.2 Sign bit decoding
The contdxt label for sign bit decoding is determined using another context vector from the neighborhood. Computation
of the corjtext label can be viewed as a two-step process. The\first step summarizes the contribution of the vgrtical and
the horizqntal neighbors. The second step reduces those cetittibutions to one of 5 context labels.
For the fifst step, the two vertical neighbors (see Figute D.2) are considered together. Each neighbor may hdve one of
three stat¢s: significant positive, significant negative] or insignificant. If the two vertical neighbors are both gignificant
with the same sign, or if only one is significant, then the vertical contribution is 1 if the sign is positive or —1 |f the sign
is negativie. If both vertical neighbors are insignificant, or both are significant with different signs, then the vertical
contributipn is 0. The horizontal contribution is created the same way. Once again, if the neighbors fall outside the

code-blodk they are considered to be insignificant. Table D.2 shows these contributions.

Table D.2 — Contribiitions of the vertical (and the horizontal) neighbors to the sign context

V0 (or HO) V1 (or H1) V (or H) contribution
significant, positive significant, positive 1
significant, negative significant, positive 0

insignificant significant, positive 1
signiffeantpositive signtffeantregative o
significant, negative significant, negative -1

insignificant significant, negative -1
significant, positive insignificant 1
significant, negative insignificant -1

insignificant insignificant 0

The second step reduces the nine permutations of the vertical and horizontal contributions into 5 context labels.
Table D.3 shows these context labels. This context is provided to the arithmetic decoder with the bit stream. The bit
returned, D (see Annex C), is then logically exclusive ORed with the XORbit in Table D.3 to produce the sign bit. The
following equation is used:
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where signbit is the sign bit of the current coefficient (a one bit indicates a negative coefficient, a zero bit a positive

coefficient), D is the value returned from the arithmetic decoder given the context label and the bit stream, and the
XORbit is found in Table D.3 for the current context label.

Table D.3 — Sign contexts from the vertical and horizontal contributions

c?,?:;izl;)lilttizln ¢ o?lltizglclzilon Context label XORbit
1 1 13 0
1 0 12 0
1 -1 11 0
0 10 0
0 0 9 0
0 -1 10 1
-1 1 11 1
-1 0 12 1
-1 -1 13 1

D.3.3  |[Magnitude refinement pass

The magritude refinement pass includes the bits from coefficients that are alreadySignificant (except those|that have
just becorpe significant in the immediately preceding significance propagation pass).

The cont¢xt used is determined by the summation of the significance state,of the horizontal, vertical, and diagonal
neighborg. These are the states as currently known to the decoder, not the states used before the significance decoding
pass. Further, it is dependent on whether this is the first refinement bit (the bit immediately after the significance and
sign bits) for not. Table D.4 shows the three contexts for this pass.

Table D.4 — Contexts for the magnitude refinement coding passes

zHi + zvi + zDi First.refinement for this coefficient Context label
x* false 16
>1 true 15
0 true 14
¥ "y"indicates a "dof't care" state.

The contg¢xt is passed to the afithimetic coder along with the bit stream. The bit returned is the value of the current
coefficierft in the current bit-plane.

D.3.4 Cleanup pass

The remafining cogfficients were previously insignificant and not handled by the significance propagation |pass. The
cleanup ppss nofonly uses the neighbor context, like that of the significance propagation pass, from Table D.|, but also
a run-length,context.

During thispassthe Treighborcomntexts forthe coefficients T this passare Tecreated using Tabte Di—Thecontext label
can now have any value because the coefficients that were found to be significant in the significance propagation pass
are considered to be significant in the cleanup pass. Run-lengths are decoded with a unique single context. If the four
contiguous coefficients in the column being scanned are all decoded in the cleanup pass and the context label for all is 0
(including context coefficients from previous magnitude, significance and cleanup passes), then the unique run-length
context is given to the arithmetic decoder along with the bit stream. If the symbol 0 is returned, then all four contiguous
coefficients in the column remain insignificant and are set to zero.

Otherwise, if the symbol 1 is returned, then at least one of the four contiguous coefficients in the column is significant.
The next two bits, returned with the UNIFORM context (index 46 in Table C.2), denote which coefficient from the top
of the column down is the first to be found significant. The two bits decoded with the UNIFORM context are decoded
MSB then LSB. That coefficient's sign bit is determined as described in D.3.2. The decoding of any remaining
coefficients continues in the manner described in D.3.1.
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If the four contiguous coefficients in a column are not all decoded in the cleanup pass or the context bin for any is non-
zero, then the coefficient bits are decoded with the context in Table D.1 as in the significance propagation pass. The
same contexts as the significance propagation are used here (the state is used as well as the model). Table D.5 shows the
logic for the cleanup pass.

Table D.5 — Run-length decoder for cleanup passes

Four contiguous
coefficients na . . . Symbols decoded Number of
column remaining | Symbols with run- Four contiguous bits to be s a) .
with UNIFORM coefficients to
to be decoded and length context decoded are zero
context decode
each currently has
the 0 context
tfue 0 true none none
tfue false MSB LSB
skip to first coefficient sign 00 3
skip to second coefficient sign 01 2
skip to third coefficient sign 10 1
skip to fourth coefficient sign 11 0]
f3lse none X none rest of dolumn
9 See Annex C.
If there qre fewer than four rows remaining in a code-block, then no run-length coding is used. Once hgain, the
significance state of any coefficient is changed immediately after decoding thefirst 1 magnitude bit.
D.3.5 |[Example of coding passes and significance propagation (informative)
Table D.4 shows an example of the decoding order for the quantized coefficients of one 4-coefficient column in the
scan. Thi§ example assumes all neighbors not included in the table are identically zero, and indicates in which|pass each
bit is decqgded. The sign bit is decoded after the initial 1 bit and is indicated in the table by the + or — sign. Thq very first
pass in a hew block is always a cleanup pass because thereean be no predicted significant, or refinement bits| After the
first pass,|the decoded 1 bit of the first coefficient causes.the second coefficient to be decoded in the signifigance pass
for the nekt bit-plane. The 1 bit decoded for the last coefficient in the second cleanup pass causes the third codfficient to
be decodqd in the next significance pass.
Table D.6 — Example of.sub-bit-plane coding order and significance propagation
Coding passes 10 1 3 -7 Coefficient value
+ + + - Coefficient sign
1 0 0 0 Coefficient
0 0 0 1 magnitude
1 0 1 1 (MSB to LSB)
0 1 1 1
Cleanup 1+ 0 0 0
Significance 0
Kermement U
Cleanup 0 1-
Significance 0 1+
Refinement 1 1
Cleanup
Significance 1+
Refinement 0 1 1
Cleanup
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Initializing and terminating

When the contexts are initialized, or re-initialized, they are set to the values in the Table D.7.

Table D.7 — Initial states for all contexts

Context Initial index from Table C.3 MPS

UNIFORM 46

Run-length

All zero neighbors (context label 0 in Table D.1)

All other

ol|lo|lo|o

contexts

In normal operation (not selective arithmetic coding bypass), the arithmetic coder shall be terminated either
of every qoding pass or only at the end of every code-block (see D.4.1). Table D.8 shows two examples(of tq
patterns fpr the coding passes in a code-block. The COD or COC marker signals which termination‘patte
(see A.6.] and A.6.2).

Table D.8 — Arithmetic coder termination patterns

ht the end
rmination
n 1s used

Pass s
Termination only on last pass on every pass

Coding Operation Coding Operation Ternpination

cleanup Arithmetic Coder (AC), AC, terminate

significance propagation AC AC, terminate

magnitude refinement AC AC, terminate

(N2 I NS 2 I N

cleanup AG AC, terminate

final

significance propagation AC AC, terminate

final

magnitude refinement AC AC, terminate

final

cleanup AC, terminate AC, terminate

When multiple terminations of the arithmetic coder are present, the length of each terminated segment is signa

packet he

NOTE[- Termination should never create @ byte aligned value between 0xFF90 and OXFFFF inclusive. These values a
as in-bjt-stream marker values.

D.4.1
The deco

the arithnpetic coder is terminated. During decoding, bytes are pulled successively from the codestream ur

bytes for

in the padket header~Often at that point there are more symbols to be decoded. Therefore, the decoder shall
input bit §tream to-the arithmetic coder with OxFF bytes, as necessary, until all symbols have been decoded.

It is suffi¢ieqit to"append no more than two OXFF bytes. This will cause the arithmetic coder to have at least g

consecuti

hder as described in B.10.7.

[Expected codestream termination

ler anticipates that-the/given number of codestream bytes will decode a given number of coding pas

hose coding-passes have been consumed. The number of bytes corresponding to the coding passes i

lled in the

¢ available

kes before
til all the
specified
bxtend the

ne pair of

e OxFF bhvtes at its inpn‘r which is infprprpfpd as an end-of-stream marker (see C 3 4) The bit strea

h does not

actually contain a terminating marker. However, the byte length is explicitly signalled enabling the terminating marker
to be synthesized for the arithmetic decoder.

NOTE — Two OxFF bytes appended in this way is the simplest method. However, other equivalent extensions exist. This might be
important since some arithmetic coder implementations might attach special meaning to the specific termination marker.
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Arithmetic coder termination

The FLUSH procedure performs this task (see C.2.9). However, since the FLUSH procedure increases the length of the
codestream, and frequent termination may be desirable, other techniques may be employed. Any technique that places
all of the needed bytes in the codestream in such a way that the decoder need not backtrack to find the position at which
the next segment of the codestream should begin is acceptable.

When the predictable termination flag is set (see COD and COC in A.6.1 and A.6.2) the following termination
procedure shall be used. Using the notation of C.2, the followings steps can be used:

1) Identify the number of bits in code register, C, which must be pushed out through the byte buffer. This is

given by k=(11-CT) + 1.
2)  While (k > 0):
—  shift C left by CT and set CT = 0.

The relev

If the pre
within ce
byte to th

e 41 A A Visnl nFat fisal 1 Tl n L 1 4 4l 1 Wl RN 1 1
- CALLUTIUUIC D T TLUUT ProvtCUuUIT. THIS SULS U 1 CHudl U UIC TTULIIUTT UL UILS Litdl U Ul
register.

—  subtract CT from k.

3) Execute the BYTEOUT procedure to push the contents of the byte buffer register out.to the cd
This step shall be skipped if the byte in the byte buffer has an OXFF byte value.

hint truncation length in this case is simply the total number of bytes pushed out orite'the codestream.

dictable termination flag is not set, the last byte output by the above proc€dure can generally be
tain bounds, without affecting the symbols to be decoded. It will sometifues be possible to augme
e special value, OxFF, which shall not be sent. It can be shown that this’happens approximately 1/8 o

D.4.3

To inclu

ength computation (informative)

coding pass compressed image data into packets, the numbeér of bytes to be included must be dete]

the coding pass compressed image data is terminated, the algorithm(in the previous clause may be used. Othe
encoder should calculate a suitable length such that correspondingbytes are sufficient for the decoder to recot
coding pakses.

D.5

A segmet
(see A.6.1
plane. Th
error detel
the end o
plane.

NOTE

D.6

This styl¢

refinemer
whether g

rror resilience segmentation symbol

itation symbol is a special symbol. Whether it is used is signalled in the COD or COC marker

and A.6.2). The symbol is coded with.the UNIFORM context of the arithmetic coder at the end o
e correct decoding of this symbol,confirms the correctness of the decoding of this bit-plane, wh
ction. At the decoder, a segmentation symbol 1010 or 0xA should be decoded at the end of each bi
[ a cleanup pass). If the segmentation symbol is not decoded correctly, then bit errors occurred fg

— This can be used with oftwithout the predictable termination.

Selective arithmetic coding bypass

t coding passes starting in the fifth significant bit-plane of the code-block. The COD or COC mar
r not this-coding style is used (see A.6.1 and A.6.2).

The first

cleanup pass (which is the first bit-plane of a code-block with a non-zero element) and the next thi

of the C

destream.

modified,
nt the last
the time.

rmined. If
rwise, the
istruct the

segments
I each bit-
ch allows
-plane (at
r this bit-

of codingallows bypassing the arithmetic coder for the significance propagation pass and l]nagnitude

er signals

ee sets of

significal

fourth cleanup pass shall include an arithmetic coder termination (see Table D.9).
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Table D.9 — Selective arithmetic coding bypass

Starting W

returned from the arithmetic coder are instead returned directly from the bit)stream. (A routine that undoes the
o precedes the return of bits. Specifically, this routine throws{out the first bit after an OxFF byte value.) After

bit stuffin
each mag

When thej
refinemer]
and 1s. Tl

When thg
propagati
The clean)|
terminate

The sign |

where ra
sequence.

The lengt
header as
terminate

Bit-plane number Pass type Coding operations
1 cleanup Arithmetic Coding (AC)
2 significance propagation AC
2 magnitude refinement AC
2 cleanup AC
3 significance propagation AC
3 magnitude refinement AC
3 cleanup AC
4 significance propagation AC
% TITAgItUdT TeTTeTTIeTTt AC
4 cleanup AC, terminate
5 significance propagation raw
5 magnitude refinement raw, terminate
5 cleanup AC, terminate

final significance raw
final magnitude refinement rawy tefminate
final cleanup AC, terminate

hitude refinement pass the bit stream has been "terminated™by padding to the byte boundary.

iis sequence should start with a 0 regardless ofithé¢-humber of bits to be padded.

n passes are terminated in the same way\as' the magnitude refinement passes.

up coding passes continue to receive'compressed image data directly from the arithmetic coder and :
if

it is computed with Equatidn (D-2):

signbit = raw _value
' value = 1 is)\a negative sign bit and raw value = 0 is a positive sign bit. Table D.9 shows t

h of eagh:férminated segment, plus the length of any remaining unterminated passes, is signalled in
described in B.10.7. If termination on each coding pass is selected (see A.6.1 and A.6.2), then evg
1 (ineluding both raw passes).

ith the fourth significance propagation and magnitude refinement coding passes, the bits that would have been

effects of

predictable termination flag is set (see COD and COCln A.6.1 and A.6.2) and all the bits from a fagnitude
t pass have been assembled, any remaining bits in tlie last byte are filled with an alternating sequ¢nce of Os

termination on each coding pass flag is sét*(see COD and COC in A.6.1 and A.6.2), then the significance

re always

(D-2)

he coding

he packet
ry pass is

NOTE 1 — Using the selective bypass mode when encoding an image with an ROI may significantly decrease the compression
efficiency.

If a OxFF value is encountered in the bit stream, then the first bit of the next byte is discarded. The sequence of bits used
in the selective arithmetic coding bypass have been stuffed into bytes using a bit-stuffing routine.
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At the encoder, bits are packed into bytes from the most significant bit to the least significant bit. Once a complete byte
is assembled, it is emitted to the bit stream. If the value of the byte is an OxFF, a single zero bit is stuffed into the most
significant bit of the next byte. Once all bits of the coding pass have been assembled, the last byte is packed to the byte
boundary and emitted. The last byte shall not be an OxFF value.
NOTE 2 - Since the decoder appends OxFF values, as necessary, to the bit stream representing the coding pass (see D.4.1),
truncation of the bit stream may be possible. When the predictable termination flag is set (see COD and COC in A.6.1

and A.6.2), such truncation is not permitted. The last byte cannot be an 0xFF, since the bit-stuffing routine appends a new byte
following the FF, having most significant bit value of 0 and unused bits filled with the alternating sequence of 0 and 1 value bits.

D.7 Vertically causal context formation

This style of coding constrains the context formation to the current and past code-block scans (four rows of vertically
scanned coefficients). That is, any coefficient from the next code-block scan are considered to be insignificant. The
COD or COC marker signals whether or not this style of coding is used (see A.6.1 and A.6.2).

To illustrjte, the bit labelled 14 in Figure D.1 is decoded as usual using the neighbor states as specified in\Fjgure D.2,
independ¢nt of whether or not contexts are vertically causal. However when vertically causal context formatign is used,
the bit labeled 15 is decoded assuming D, = V| = D3 =0 in Figure D.2.

D.8 |[Flow diagram of the code-block coding

The steps|for modeling each bit-plane of each code-block can be viewed graphically in Figure D.3. The decisjons made
are in Taple D.10 and the bits and context sent to the coder are in Table D.11. These show the context wfithout the
selective grithmetic coding bypass or the vertically causal model.
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Start coding passes for a code-block bit-plane

Start of No Yes
significance
propagation

Start of cleanup pass

Yes Yes
C4 » D11
é Al e
Yes C5
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No
No|
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v © Yes
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No
N < D3
Yes I Y
!
Yes
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D4 0 DI0 > CO —>» Cl1
No
No -
No

Start of mggnitude
Yes
refinemept pass o
)
No
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D5 P
D12 No End of coding passgs for
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No
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e
Yes
D7 CO =
No

T.800_FD-3

Figure D.3 — Flow chart for all coding passes on a code-block bit-plane
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Table D.10 — Decisions in the context model flow chart

Decision Question Description
DO Is this the first significant bit-plane for the code-block? See D.3
D1 Is the current coefficient significant? See D.3.1
D2 Is the context bin zero? (see Table D.1) See D.3.1
D3 Did the current coefficient just become significant? See D.3.1
D4 Are there more coefficients in the significance propagation?

D5 Is the coefficient insignificant? See D.3.3
D6 Was the coefficient coded in the last significance propagation? See D.3.3
D7 Are there more coefficients in the magnitude refinement pass?
D8 Are four contiguous undecoded coefficients in a column each with a 0 context? See!D.3.4
D9 Is the coefficient significant or has the bit already been coded during the Significance See|D.3.4
Propagation coding pass?
D10 Are there more coefficients remaining of the four column coefficients?
DI11 Are the four contiguous bits all zero? See!D.3.4
D12 Are there more coefficients in the cleanup pass?
Table D.11 — Decoding in the context model flow)chart
Code Decoded symbol Context Brief-explanation Desdription
Co - - Go to the next goefficient or column
Cl Newly significant? Table D.1, Decode significance bit of current coefficient SeelD.3.1
9 context labels (significance, propagation or cleanup)
C2 Sign bit Table D.3, Decode sign bit of current coefficient SeeD.3.2
5 context labels
C3 Current magnitude Table D .4, Decode magnitude refinement pass bit of current SeelD.3.3
bit 3 context labels coefficient
C4 0 Run-length context * | Decode run-length of four zeros See|D.3.4
1 label Decode run-length not of four zeros
C5 00 UNIFORM First coefficient is first with non-zero bit See [J.3.4 and
01 Second coefficient is first with non-zero bit Tafle C.2
10 Third coefficient is first with non-zero bit
11 Fourth coefficient is first with non-zero bit
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Annex E

Quantization

(This annex forms an integral part of this Recommendation | International Standard)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

This annex specifies the forms of inverse quantization used for the reconstruction of tile-component transform
coefficients. Information about quantization of transform coefficients for encoding is also provided. Quantization is the
process by which the transform coefficients are reduced in precision.

E.1

For each

following

where s,(
number o

Each dec
Rqp(u, v),
NOTE

quantier with step size oM

passes
E.1.1

E.1.1.1

For the irfeversible transformation, the quantization step size A, for a given sub-band b is calculated from th:

range R,

NOTE

Table 4

[fnverse quantization procedure

transform coefficient (1, v) of a given sub-band b, the transform coefficient value g,(u, v)(is-giv
equation:

o Nb(u,v) )
qb(u,v) = (1—2sb(u,v))' z MSB,-(b,u,v)-ZM”_’

i=1

, V), Ny(u, v) and MSB(b, u, v)are given in D.2, and where M, is refrieved using Equation (E-2),
[ guard bits G and the exponent €, are specified in the QCD or QCCmiarker segments (see A.6.4 an

Mb = G+€b—1

bded transform coefficient g,(u, v) of sub-band b is\used to generate a reconstructed transform d
as will be described in E.1.1.
— Decoding only Ny(u, v) (see D.2.1) bit-planes is‘equivalent to decoding data which has been encoded usi

~ N (u,v) - A p for all-the coefficients of this code-block. Due to the nature of the tl

see D.3), Ny(u, v) may be different for different coefficients within the same code-block.

E)rreversible transformation

etermination of the quantization step size

f sub-band b, the exponent €, and mantissa 1, as given in Equation (E-3).

— Ry =8| 1L Hb
Ay =2 (”211}

— Ahe-denominator, 2", in Equation (E-3) is due to the allocation of 11 bits in the codestream for L, 4
\30-

en by the

(E-1)

where the
| A.6.5).

(E-2)

oefficient

hg a scalar

ree coding

b dynamic

(E-3)

s given in

In Equation (E-3), the exponent €, and the mantissa [, are specified in the QCD or QCC marker segments (see A.6.4
and A.6.5), and the nominal dynamic range R, (as given by Equation (E-4)) is the sum of R, (the number of bits used to
represent the original tile-component samples which can be extracted from the SIZ marker — see Table A.11 in A.5.1)
and the base 2 exponent of the sub-band gain (gain,) of the current sub-band b, which varies with the type of sub-band b
(levLL, levLH or levHL, levHH — see F.3.1) and can be found in Table E.1.
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Table E.1 — Sub-band gains

sub-band b gain, log,(gainy)
levLL 1 0
levLH 2 1
levHL 2 1
levHH 4 2
Ry = Ry +log,(gainy,) (E-4)

The exponent/mantlssa palrs (eb,ub) are elther 51gnalled in the codestream for every sub band (expounded quantization)
or else signa y d c s—{derty om—see Table

A.30). Iy the case of derlved quantization, all exponent/mantissa pairs (g,,l;) are derived from
exponentfmantissa pair (€,,L,) corresponding to the N;LL sub-band, according to Equation (E-5):

(p.1p) = (€5 = Np +mp,11,) (E-5)

where n,, flenotes the number of decomposition levels from the original tile-component to the’sub-band b.
NOTE[- For a given sub-band b, a quantized transform coefficient may exceed the dynamicirange R,.

E.1.1.2 |Reconstruction of the transform coefficient

For the irfeversible transformation, the reconstructed transform coefficient is\given by Equation (E-6):

b(u,v)+ 72 M _Nb(”’v)) y'A,  for E(u,v) >0

)

Rq,, (u,v) = (%(u,v)— r2Mb = Nb(u’v)) - Ay for %(u,v) <0 (E-6)

0 for %(u,v) =0

where 7 i a reconstruction parameter, which can be arbitrarily chosen by the decoder.
NOTE| - The reconstruction parameter ~jmay be chosen for example to produce the best visual or objective [quality for
reconsfruction. Generally, values for r.fallin the range of 0 < r < 1, and a common value is » = 1/2. (This note dlso applies
to E.1.p).

E.1.2 eversible transformation
E.1.2.1 etermination of the quantization step size
For the rejversible transformation, the quantization step size A, is equal to one (no quantization is performed).

E.1.2.2 econstruction of the transform coefficient

For the rgversible transformation, the reconstructed transform coefficient Rg, (u, v) is recovered differently ¢lepending
on wheth¢r all’the coefficient bits are decoded, i.e., whether Ny(u, v) = M}, or Ny(u, v) < M.

If Ny(u, v) = My, then the reconstructed transform coefficient Rq,(u, v) is given by Equation (E-7).

Rqp(u,v) = qp(u,v) (E-7)

If Ny(u, v) < M,, then the reconstructed transform coefficient Rq,(u, v) is given by Equation (E-8).
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\_(%(u,v)+r2Mb_Nb(”’v))-AbJ for%(u,v)>0
qu(u,v) = ’_(%(u,v)—rZM"_N”(u’v))~Ab-‘ for%(u,v)<0

0 for a(u,v): 0

Scalar coefficient quantization (informative)

(E-8)

For irreversible compression, after the irreversible forward discrete wavelet transformation (see Annex F), each of the
transform coefficients a,(u, v) of the sub-band is quantized to the value g,(u, v) according to Equation (E-9).

where A
Equation

For revergible compression, the quantization step size is required to be 1. In this case,(a parameter €, has to by
in the codestream in the QCD or QCC markers (see A.6.4 and A.6.5), and is calculated-as:

|ab (u,v)|J

il sl -4

E-5), and must be recorded in the codestream in the QCD or QCC markers (see Az6°4 and A.6.5).

&y =Ry +log,(gainy )+ ¢

(E-9)

is the quantization step size. The exponent €, and mantissa corresponding to. Aj can be derfved from

recorded

(E-10)

where R;|and gain, are as described in E.1.1, and where (. is zere~if the RCT is not used and (. is the qumber of

additional bits added by the RCT if the RCT is used, as described in G*2.1.

For both
range of

of bits foi

]Iiversible and irreversible compression, in order to préyent possible overflow or excursion beyond the nominal
e integer representation of |qb (u,v)| arising, forexample during floating point calculations, the number M,
the integer representation of g,(u, v) used at the encoder side is defined by Equation (E-2). The number G of

guard bitq has to be specified in the QCD or QCC marker (see A.6.4 and A.6.5). Typical values for the numbdr of guard

bits are G|=1 or G = 2.
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Annex F

Discrete wavelet transformation of tile-components

(This annex forms an integral part of this Recommendation | International Standard)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

This annex describes the forward discrete wavelet transformation applied to one tile-component and specifies the
inverse discrete wavelet transformation used to reconstruct the tile-component.

F.1

Consider
Then the

F.2

F.2.1

To perforn the forward discrete wavelet transformation (FDWT), this Recommiendation | International Stand|

one-dime

representing a downsampled low-resolution version of the original @array, and high-pass coefficients, repr

downsam
array.

To perforin the inverse discrete wavelet transformation (IDW.T), this Recommendation | International Stand

one-dime

coefficients.

F.2.2

Each tilefcomponent is transformed into *a-set of two-dimensional sub-band signals (called sub-ban
representi

of decom

F.2.3

This Red

specificat

F.3

F.3.1

File-eomponent-parameters
the tile-component defined by the coordinates, cx, tcxy, fcyy and fcy; given in Equation (B-12){in' A
toordinates (x, y) of the tile-component (with sample values /(x, y) lie in the range defined by

texg < x < texp and teyy < y < feyy

Eiscrete wavelet transformations

ow-pass and high-pass filtering (informative)

hsional sub-band decomposition of a one-dimensional array* of samples into low-pass co

bled residual version of the original array, needed to perfectly reconstruct the original array from thg

hsional sub-band reconstruction of a one-diménsional array of samples from low-pass and

[Decomposition levels

position levels.

[Discrete wavelet filters.(informative)

on of a rounding procedure for intermediate non-integer-valued transform coefficients.

[Inverse-discrete wavelet transformation

nnex B.3.

(F-1)

ard uses a
efficients,
bsenting a
low-pass

hrd uses a
high-pass

ds), each

ng the activity of the signal in yatious frequency bands, at various spatial resolutions. NV, denotes the number

ommendation | International Standard specifies one reversible transformation and one ifreversible
transformption. Given that-tile-component samples are integer-valued, a reversible transformation req

uires the

The AIDWT procedure

The inverse discrete wavelet transformation (IDWT) transforms a set of sub-bands, a,(u;, v,) into a DC-level shifted
tile-component, /(x, y) (IDWT procedure). The IDWT procedure also takes as input a parameter V;, which represents
the number of decomposition levels (see Figure F.1). The number of decomposition levels NV, is signalled in the COD or
COC markers (see A.6.1 and A.6.2).

98

ap(up, vy It y)
X,
IDWT _y»
—
N, L T.800_FF-1

Figure F.1 — Inputs and outputs of the IDWT procedure
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The sub-bands are labelled in the following way: an index /ev corresponding to the decomposition level, followed by
two letters which are either LL, HL, LH or HH.

The sub-band b = levLL corresponds to a downsampled version of sub-band (lev — 1)LL which has been low-pass
filtered vertically and low-pass filtered horizontally. The sub-band b = OLL corresponds to the original tile-component.
The sub-band b = levHL corresponds to a downsampled version of sub-band (lev — 1)LL which has been low-pass
filtered vertically and high-pass filtered horizontally. The sub-band » = levLH corresponds to a downsampled version of
sub-band (/lev — 1)LL which has been high-pass filtered vertically and low-pass filtered horizontally. The sub-band
b = levHH corresponds to a downsampled version of sub-band (lev — 1)LL which has been high-pass filtered vertically
and high-pass filtered horizontally.

For a given value of N;, only the following sub-bands are present in the codestream, and in the following order (these
sub-bands are sufficient to fully reconstruct the original tile-component):

N,LL, N;HL, N,LH, N;HH, (N, — 1)HL, (N, — 1)LH, (N, — )HH,..., 1HL, 1LH, 1HH.

For a giv¢n sub-band b, the number 7, represents the decomposition level at which it has been generated at the time of
encoding,|and is given in Table F.1:

Table F.1 — Decomposition level #; for sub-band b

b V,LL | MHL | NLH | NHH | V,—DHL | V,—~ DHL | (V,— DHL | <M 1HL | ILH|| 1HH
ny NL NL NL NL NL—l NL—I NL—I 1 1 1

The sub-Hands for the case where N, = 2 are illustrated in Figure F.2.

arrr (Uorp, Vorz)

Gpr (Uapr, Vapr)
Vo) Gpr Wi Vo)
LiP V2LH /

ay g

a (g Vi)
/ IDWT

\4

I(x, y)

a1 (g VirH) a4 a (i g VigE)

1:800_FF-2

Figure F.2 — The IDWT (V,=2)

The IDWT procedur¢starts with the initialization of the variable lev (the current decomposition level) tp N;. The
2D SR pfocedure (see F.3.2) is performed at every level lev, where the level lev decreases at each iteration, until Ny
iterations [are pefformed. The 2D SR procedure is iterated over the /evLL sub-band produced at each iteratiopn. Finally,
the sub-band’asrs (101, vorz) is the output array I(x, y).

As defined i Equation (B-15), the indices (7, v;) 0f Sub-band Coet{ICIents ali,, V) 10T a given sup-vand » lie in the
range defined by:

thxy < up < tbx; and thyy < v, < thy; (F-2)
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Figure F.3 describes the IDWT procedure.

IDWT
lev=Np Done
Yes
> lev=0 > I(x, y) =ag;; (x,))
No

ey — L = 2D_SR(@epr1> Weviirs Ueviip Aeviirs o> 1> Vor V1)

v

lev=1lev -1

T.800_FF-3

Figure F.3 — The IDWT procedure

F.3.2 The 2D_SR procedure

The 2D_$R procedure performs a reconstruction ofi\sub-band a1y, (#, v) from the four sub-bands, aje. (1, V),
Aoy V), Qreprr(ut, v) and ae,p(u, v) (see Figure/F.4). The total number of coefficients of the reconstructed /evLL

sub-band [is equal to the sum of the total numberof coefficients of the four sub-bands input to the 2D SR procedure
(see Figufe F.5).

AleyLL

AlevHL ,

a ey — 1)LL
levLH ) 2D_SR )

AieyHH

Ug, U1, Vo, V]
—

T.800_FF-4

Figure F.4 — Inputs and outputs of the 2D_SR procedure

AlevLL AevHL
2D SR
) Alev — 1)LL

AleyLH AleyHH

T.800_FF-5

Figure F.5 — One level of reconstruction from four sub-bands (2D_SR procedure) into sub-bands
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First, the four sub-bands a.,;1 (4, V), @evrr(U, V), Qrevru(u, v) and age,mp(u, v) are interleaved to form an array a(u, v) using
the 2D _INTERLEAVE procedure. The 2D_SR procedure then applies the HOR_SR procedure to all rows of a(u, v),
and finally applies the VER SR procedure to all columns of a(u, v) to produce the reconstructed sub-band
Agev—1y1e(u, v). Figure F.6 describes the 2D_SR procedure.

2D SR

a =2D_INTERLEAVE(aoy1 1, Qeyrirs Qeviip Uevirs Ho» Y15 Vos V1)

F.3.3

As illustr
AjevHL> Ale
tbe, tbxl,

The way
given in R

v

a =HOR_SR(a, uy, uy, vy, v{)

v

Aoy — 1)LL= VER_SR(a, uj uy, vy, v;)

Done

T.800_FF-6

Figure F.6 — The 2D “SR procedure

The 2D_INTERLEAVE procedure

hted in Figure F.7, the 2D INTERLEAVE procedure interleaves the coefficients of four sub-bal
11, Qv to form a(u, v). The values-of ug, u1, vy, v; used by the 2D INTERLEAVE procedure ar
thyy, tby, of corresponding to sub-baind b = (lev — 1)LL (see definition in Equation (B-15)).

these sub-bands are interleaved:to form the output a(u, v) is described by the 2D INTERLEAVE
igure F.8.

AeyLL

AevHL
——>

a a
levLH 2 D_S R

YevHH

Uy, Uy, Vo, V1

nds AjeyLL,
e those of

procedure

T.800_FF-7

Figure F.7 — Parameters of 2D _INTERLEAVE procedure
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2D INTERLEAVE

v v
b=levLL b = levHL
uy = |_u0/2—| uy, = |_u0/2J
Vy = |_V0/2—| Vp = |—V0/2_]
g g

auy, 2vy) = ap(up, vp) auy+ 1,2vy) = ap(up,vy)

up = upt 1 up = u+ 1
No No
| Yes Yes
uy = ug/2] up =Lug/2]
" vp=vpt1 \ vy = vt 1
No Yes No
vy 2l /2]
Yes
v v
b =levLH b = levHH
uy, = |_u0/2—| u, = |_u0/2_]
vy = Lvy/2] vy = Lvy/2]
4 .
aup, 2vy+ 1)Ssap(up, vp) aQuy+ 1,2vp+ 1) = ap(uy, vp)
up = upt 1 up = uy+ 1
No A No A
1y >|_u: 2] 1Ly >| 1,12 |
Yes Yes
up = uy/2] up =Lug/2]
7y vp = vpt 1 \ vy =wt1
No Yes No Yes
Done
T.800_FF-8

Figure F.8 — The 2D_INTERLEAVE procedure
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F.3.4 The HOR_SR procedure

The HOR_SR procedure performs a horizontal sub-band reconstruction of a two-dimensional array of coefficients. It
takes as input a two-dimensional array a(u, v), the horizontal and vertical extent of its coefficients as indicated by
uy < u <uy and vy < v <y (see Figure F.9) and produces as output a horizontally filtered version of the input array, row
by row.

As illustrated in Figure F.10, the HOR SR procedure applies the one-dimensional sub-band reconstruction (1D_SR
procedure) to each row v of the input array a(u, v), and stores the result back in each row.

a(u, v) )
a(u, v
HOR_SR
U, U5 Vo, V)

L

T.800_FF-9

Figure F.9 — Inputs and outputs of the HOR_SR procedure
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HOR_SR

V="
lp = Uy
n=u

N
x
Y(u) = a(u, v)

v

X(u)=1D_SR(Y(w), ig, i})

v

a(u, v) = X(u)

v

v=v+1

Done

T.800_FF-10

Figure F.10 — The HOR_SR procedure

F.3.5 The VER SR procedure

The VER -SRprocedure performsa vertical sub-bamd reconstruction of @ two-dimensiomat-array of toefficrents. It takes
as input a two-dimensional array a(u, v), the horizontal and vertical extent of its coefficients as indicated by uy < u <u,
and vy < v <v, (see Figure F.11) and produces as output a vertically filtered version of the input array, column by
column.

As illustrated in Figure F.12, the VER SR procedure applies the one-dimensional sub-band reconstruction (1D_SR
procedure) to each column u of the input array a(u, v) and stores the result back in each column.
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a(u, v)

a(u, v)
VER_SR
Ug, Uy, Vo, V)

T.800_FF-11

Figure F.11 — Inputs and outputs of the VER_SR procedure

VERSK

u=1ug,
10:\/0

n=w

A 4

Y(v)=awm, v)

'

X(h) = 1D_SR(Y(¥), iy, i})

'

a(u, v)=X(v)

Done

T.800_FF-12

Figure F.12 — The VER_SR procedure
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F.3.6 The 1D_SR procedure

As illustrated in Figure F.13, the 1D_SR procedure takes as input a one-dimensional array Y(i), the extent of its
coefficients as indicated by i, < 7 <. It produces as output an array X, with the same indices (iy, 7).

Y
— > X
o IDSR ———>»
Lo, 1
T.800_FF-13

Figure F.13 — Parameters of the 1D_SR procedure

For signa
and to X(4

For signa
first uses
signal Y,
filtered si
(irreversil

in the COPD or COC markers (see A.6.1 and A.6.2).

F.3.7

) = Y(ip)/2 if iy is an odd integer.

the 1D EXTR procedure to extend the signal Y beyond its left and right boundaries resulting in thd

le transformation) or 5-3 reversible wavelet transform (reversible transformation) is selected: this i

1D SR

Y, = 1D_EXTR(Y, iy, i)

v

XS5'1D_FILTR(Y,, i i)

Done

T.800_FF-14

Figure F.14 — The 1D_SR procedure

[Thé 1D_EXTR procedure

s of length one (i.e., iy =i — 1), the 1D_SR procedure sets the value of X(iy) to X(iy) if i, is an_¢ygn integer,

s of length greater than or equal to two (i.e., ip < ij— 1), as illustrated in Figure F.14, the'1D SR procedure

extended

, and then uses the 1D _FILTR procedure to inverse filter the extended signal Yy, 'and produce the desired
pnal X. The 1D EXTR and 1D FILTR procedures depend on whether the 9-7 ifreyersible wavelet|transform

signalled

As illustrated in Figure F.15, the 1D_EXTR procedure extends signal Y by i,; coefficients to the left and iy,
coefficients to the right. The extension of the signal is needed to enable filtering at both boundaries of the signal.

lleft I right

»
»

A

106

F G F E D €C B|A|B|C|D|E|F|G|F E D C B A B

A
v

i i —1

Figure F.15 — Periodic symmetric extension of signal
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The first coefficient of Y is coefficient iy, and the last coefficient of signal Y is coefficient i; — 1. This extension
procedure is known as "periodic symmetric extension". Symmetric extension consists in extending the signal with the
signal coefficients obtained by a reflection of the signal centered on the first coefficient (coefficient i) for extension to
the left, and in extending the signal with the signal coefficients obtained by a reflection of the signal centred on the last
coefficient (coefficient i; — 1) for extension to the right. Periodic symmetric extension is a generalization of symmetric
extension for the more general case where the number of coefficients by which to extend the signal on any one side may
exceed the signal length #; — #y: this case may happen at higher decomposition levels.

The 1D_EXTR procedure calculates the values of Y,,(i) for values of i beyond the range iy <i<ij, as given in
Equation (F-3):

Yors (i): Y(PSEO (iv i, 1) )) (F-3)

where PSEofi—io—in-is-given by BEquation(E-4):

PSE (i, iy, i) = ig + min(mod(; — i, 2(i; —ig — 1)), 20 —ig =1 )= mod(i — iy, 2(i; —ig =) |  (F-4)

Two extension procedures are defined, depending on whether the 5-3 wavelet transformation (1D. EXTR;.; grocedure)
or 9-7 wavelet transformation (1D _EXTRy; procedure). The procedures only differ in the'minimum valjes of the

extension|parameters (ij.q, . and iy,  for the 5-3 wavelet transformation, and iy, . and- g, . for the 917 wavelet

transformption) which are given in Tables F.2 and F.3, and depend on the parity of the indices iy and #,. Valugs equal to
or greatef than those given in Tables F.2 and F.3 will produce the same array~X.at the output of the 1Ip IFILTR
procedurg of Figure F.14.

Table F.2 — Extension to the left

iy ilefts.s ileﬁ9-7
even 1
odd 2

Table K:3— Extension to the right

h Lighty 4 Light, ,

odd

even 2 4

F.3.8 The 1D_FILTR procedure

One revefsible filtering“procedure 1D _FILTR;s3r and one irreversible filtering procedure 1D _FILTRy. 5 are |specified,
depending on whether‘the 5-3 reversible or 9-7 irreversible wavelet transformation is used.

As illustrated i Figure F.16, both procedures take as input an extended 1D signal Y,,, the index of the first ¢oefficient
ip, and th¢ index of the coefficient i; immediately following the last coefficient (i; — 1). They both produce|as output
signal X.

YCX[

-7 X
L ID FILTR ——»
0“1

—>»

T.800_FF-16

Figure F.16 — Parameters of the ID_FILTR procedure
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Both procedures use lifting-based filtering, which consists in applying to the signal a sequence of very simple filtering
operations called lifting steps, which alternately modify odd-indexed coefficient values of the signal with a weighted
sum of even-indexed coefficient values, and even-indexed coefficient values with a weighted sum of odd-indexed
coefficient values.

F.3.8.1

The 1D_FILTRs 3k procedure

The 1D_FILTS5-3R procedure uses lifting-based filtering in conjunction with rounding operations. Equation (F-5) is first
performed for all values of » indicated, followed by Equation (F-6) which uses values calculated from Equation (F-5):

X(2n)= ext(zn)—vex‘(zn_l) 42"’(2”+1)+2J for BJW{ZJH

(F-5)

The valug

F.3.8.2

The 1D-K
d) and thd

Equation
performe
following]

Firstly, st

1 such th4

Then, ste

and 2.

Then, ste

and 3.

Then, ste

Finally, st

X(zn+1>=Yext(zn+1>+f“z”)*f(z"”) J for Hb J

s of X(k) are such that iy < k < i form the output of the 1D_FILTRs 3 procedure.

The 1D_FILTRy.7; procedure

[L TRy 7 procedure uses lifting-based filtering (there is no rounding operatjon).) The lifting paramete
scaling parameter K for all filtering steps are defined in F.3.8.2.1.

(F-7) describes the two scaling steps (1 and 2) and the four lifting-steps (3 through 6) of the 11

order.

ep 1 is performed for all values of n such that B J 1<w< {2J + 2, and step 2 is performed for al

tm 2<H<M+z

b 3 is performed for all values of n sugh that L%J —-1<n< L%J + 2, and uses values calculated
b 4 is performed for all values of n such that L%J -1<n< {%J +1, and uses values calculated

5 is performed\for all values of n such that L 5 J <n< L 2J +1, and uses values calculated in steps

(F-6)

s (a, B, v,

D filtering

| on the extended signal Y (n) to produce the i; — iy coefficients @f signal X. These steps are perforied in the

values of

in steps 1

In steps 2

and 4.

hnd 5.

108

ep 6(is performed for all values of #n such that l <n< L} , and uses values calculated in steps 4
2 2
X(2n)=KY,,,(2n) [STEPI]
X2n+1)=01/K)Y,,(2n+1) [STEP2]

X(2n)=X(2n)-6(X(2n-1)+ X(2n+1))  [STEP3]
X2n+1)=X2n+1)-{X(2n)+ X(2n+2)) [STEP4]
X(2n)=x02n)-p(X2n-1)+X2n+1))  [STEPS]
X2n+1)=X@2n+1)-a(X(2n)+ X(2n+2)) [STEPS]

ITU-T Rec. T.800 (08/2002 E)
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where the values of the lifting parameters (o, 3, v, 6) and K are defined in Table F.4.

Table F.4 — Definition of lifting parameters for the 9-7 irreversible filter

Parameter Exact expression Approximate value
o -84/ g3 —1.586 134 342 059 924
B g3 /1 —0.052 980 118 572 961
Y 71/ 8o 0.882 911 075 530 934
) S0/ to 0.443 506 852 043 971
K 1/t 1.230 174 104 914 001

The values of X(k) are such that iy < k <i, form the output of the 1D _FILTR; procedure.

F.3.8.2.1

The ﬁlte:li

paramete

points.

Filtering parameters for the 1D_FILTR, 7 procedure

ng parameters (o, B, v, 8, K) are defined in Table F.4, in terms of parameters g, from/Tablg
s (70, 71, So, o) from Table F.6. The parameters g, are defined in terms of parameters x;}Rx, and |x2

Table F.7}. All tables give a closed-form expression for all parameters, including approximations up to 1

Table F.5 — Definition of coefficients g,

n Coefficients g, Approximate value of g,
0 5x1(48|x2|2 —16%x, + 3]/ 32 ~0.602 949 018 236 360
1 —5x1(8|x2|2 - Srtxzj 8 0.266 864 118 442 875
2 5xl(4|x2|2 + 4R, - 1) /16 0.078 223 266 528 990
3 5, (Rx,)/ 8 —0.016 864 118 442 875
4 5x / 64 —0.026 748 757 410 810
Table F.6 — Intermediate expressions (v, 1, S, fy)
Parameter Exact expression Approximate value

—g 218/

1.449 513 704 087 943

ro

! —@tataglg 0.318 310318 985991
So g1—8— g/ 0.360 523 644 801 462
fo ro—2r 0.812 893 066 115 961

F.5, and
2 given in

b decimal
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Table F.7 — Intermediate expressions

Parameter Exact expression Approximate value

A |63 - 1415 0.128 030 244 703 494

1080415
B 63414415 ~0.303 747 672 895 197

1080415
X A+B-1/6 —0.342 384 094 858 369

A+ B 1
Rx, - ( 5 )— 5 —0.078 807 952 570 815

2 2
| (4+8) LY I 4-BF 0.146 034 820 982 800
2 6 4
F.4 |[Forward transformation (informative)

F.4.1

The forwgrd discrete wavelet transformation (FDWT) transforms DC-level shifted tile~eomponent samples /(3

[The FDWT procedure (informative)

,») into a

set of subl-bands with coefficients a,(up, v;) (FDWT procedure). The FDWT procediire (see Figure F.17) alsp takes as
input the fumber of decomposition levels N, signalled in the COD or COC markers (see A.6.1 and A.6.2).

As illustrjted in Figure F.18, all the sub-bands(in the case where N, = 2 can be represented in the following way:

I(x,)
— >

N
—»

>
—> ab(ub, vp)
FDWT
—>
T:800_FF-17

Figure F.17 — Inputs and outputs of the FDWT procedure

Figure F.18 — The FDWT (N, =2)

y:
arr (o p, Varr)
@G Vanr) e N
@ Varm) — [ VLIV (VD)
G u(Uonm Var) -t |
1G&y
&) FDWT
R
a1 g g Vicw) | g Yiaw)
T.800_FF-18

The FDWT procedure starts with the initialization of the variable lev (the current decomposition level) to zero, and
setting the sub-band agz;(uozz, vorz) to the input array /(u, v). The 2D _SD procedure is performed at every level lev,

where the level lev increases by one at each iteration, and until N, iterations are performed. The 2D_SD procedure is
iterated over the levLL sub-band produced at each iteration.
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As defined in Annex B (see Equation (B-15)), the coordinates of the sub-band ay,,;;(u, v) lie in the range defined by:

thxy <u<tbxy and thyy<v<tby (F-8)

Figure F.19 describes the FDWT procedure.

FDWT

lev 1=

Do L6 V=1L V)

(Uevi1> Yevtr> Uev i Vieviir) = 2D_SD(a(lev — DLL Yo\t V)

'

lev = lev + 1

T.800_FF-19

Figure F.19= The FDWT procedure

F.4.2  [The 2D_SD procedure (informative)

The 2D_$D procedure performs a deCohiposition of a two-dimensional array of coefficients or samples age,| 1yr.(, v)
into four groups of sub-band coefficients aj.,;;(u, V), Qe (U, V), Qleviu(u, v), and @y, v).

The total pumber of coefficients'of the /ev;; sub-band is equal to the sum of the total number of coefficients ¢f the four
sub-band{ resulting from the 2D _SD procedure.

Figure F.20 describes the-input and output parameters of the 2D_SD procedure.

AleyLL o
>

Alev — 1)LL a
» levHL _

2D_SD P
ev,
Ug, Uy, Vo V) | >
>
YUevHH _
T.800_FF-20

Figure F.20 — Inputs and outputs of the 2D_SD procedure
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Figure F.21 illustrates the sub-band decomposition performed by the 2D_SD procedure.

Ylev — 1)LL

Figure F.21 — One-level decomposition into four sub-bands (2D_SD procedure)

2D SD

AleyLL QevHL
AjevLH AjevHH
T.800_FF-21

The 2D_SD procedure first applies the VER _SD procedure to all columns of a(u, v). It then applies the HOR_SD

procedurd

to all rows of a(u, v). The coellicients thus obtained Irom a(u, v) are deinterleaved into the four

using the PD_DEINTERLEAVE procedure.

Figure F ]

F.4.3

2 describes the 2D _SD procedure.

2D SD

a =VER_SD(a(,, _ 1)1, Ugs U1 Vs V)

v

a =HOR_SD(a, uguy, vy, v)

v

@ievis Geviirs Gleviir Gavrry) = 2D_DEINTERLEAVE(a, ug, uy, vy, v1)

Figure F.22 — The 2D_SD procedure

The VER_SD procedure (informative)

The VER

SD/procedure performs a vertical sub-band decomposition of a two-dimensional array of coefficien

Done

T.800_FF-22

kub-bands

s. It takes

as input the two-dimensional array a1 ..(#, v), the horizontal and vertical extent of its coefficients as indicated by
uy <u <wuy and vy < v <v (see Figure F.23) and produces as output a vertically filtered version a(u, v) of the input array,
column by column. The values of u, u;, vy, v; used by the VER SD procedure are those of thx,, tbx;, thyy, thy,

corresponding to sub-band b = (lev — 1)LL (see definition in Equation (B-15)).

112

a(u, v)

Ug, Uy, Vo, V)

VER_SD

a(u, v)

T.800_FF-23

Figure F.23 — Inputs and outputs of the VER_SD procedure
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As illustrated in Figure F.24, the VER _SD procedure applies the one-dimensional sub-band decomposition (1D_SD
procedure) to each column of the input array a(u, v), and stores the result back into each column.

F.4.4

VER_SD

U=1u,

ip=Vvy

A 4

X(v)=a(u, v)

v

Y(v) = 1D_SD(X(v), iy, i})

v

a(u, v) = Xv)

v

u=u-+l

Done

T.800_FF-24

Figure F.24 — The VER_SD procedure

The HOR_SD procedure (informative)

The HOR_SD procedure performs a horizontal sub-band decomposition of a two-dimensional array of coefficients. It
takes as input a two-dimensional array a(u, v), the horizontal and vertical extent of its coefficients as indicated by
up < u <uy and vy < v <v (see Figure F.25) and produces as output a horizontally filtered version of the input array, row

by row.
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a(u, v)
a(u, v)
HOR_SD
Up, Uy> Vo, Vi
—»
T.800_FF-25

Figure F.25 — Inputs and outputs of the HOR_SD procedure

As illustrated in Figure F.26, the HOR SD procedure applies the one-dimensional sub-band decomposition (1D_SD
procedure) to each row of the input array a(u, v) and stores the result back in each row.

HOR_SD

L =uy

X(u) = a(uiv)

v

Y)'= 1D_SD(X(u), iy, 1))

'
a(u, v) = Y(u)

v

v=v+1

Done

T.800_FF-26

Figure F.26 — The HOR_SD procedure

ITU-T Rec. T.800 (08/2002 E)


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

F.4.5  The 2D_DEINTERLEAVE procedure (informative)

As illustrated in Figure F.27, the 2D _DEINTERLEAVE procedure deinterleaves the coefficients of a(u, v) into four
sub-bands. The arrangement is dependent on the coordinates (uo, vo) of the first coefficient of a(u, v).

The way these sub-bands are formed from the output a(u, v) of the HOR SD procedure is described by the
2D DEINTERLEAVE procedure illustrated in Figure F.28.

AevLL
au, v
( ) AevHL
;
2D DEINTERLEAVE a
Ug, Uy, Vi, V) levLH >
YevHH _

T.800_FF-27

Figure F.27 — Parameters of 2D_DEINTERLEAVE procedure
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D DEINTERLEAVH

v v
b =levLL b = levHL
uy = |—u0/2—| uy, = LuO/ZJ
vy = |—v0/2—| vy = |—v0/2—|
\ K

ap(uy, vp) = aQuy, + 1, 2vy)

v

ay(uy, vp) = a2uy, 2vy)

u, =u, +1 u, =u, +1
No No
- Yes Yes
u, = u0/2—| uy = |_u0/2J
vy = vt 1 y v, = vt 1
N /\ Yes N
° vy 2 |—v1/2—| 3
Yes
v v
b =levLH b = levHH
U, = |—M0/2—| Uy = |_140/2J
Vp = |_V0/2J Vp = |_V0/2J
K K

ab(ub, Vb) = a(2ub + 1, 2Vb + 1)

!

ap(up, vp) = a(2iry, 2v, + 1)

up = up +1 up = up + 1
1y >|—u} 2] ub>| 1y 2]
Yes v
. ruo/2—| V -~ LuO/2J
y vy = vt 1 y vy =v, +1
No Yes No Yes
Done

T.800_FF-28

Figure F.28 — The 2D _DEINTERLEAVE procedure
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The 1D_SD procedure (informative)

As illustrated in Figure F.29, the 1D_SD procedure takes as input a one-dimensional array X(i), the extent of its
coefficients as indicated by i, < i < i;. It produces as output an array Y(7), with the same indices (i, 7}).

X
Y
. 1D_SD >
1o, I -
T.800_FF-29

Figure F.29 — Parameters of the 1D_SD procedure

For signals of length one (i.e., iy =i — 1), the ID_SD procedure sets the value of Y(iy) to ¥(ip) = X(ip) if iy
integer, afd to Y(ip) = 2X(iy) if iy is an odd integer.

For signals of length greater than or equal to two (i.e., ip <7 — 1), as illustrated in Figure F.30, the 1D SD

first uses
signal X,
signal Y.

F.4.7

The 1D_EXTD_procedure is identical to the 1ID_EXTR procedure, except for the values of the lefiy., > Lright,

and |

, and then uses the 1D_FILTD procedure to filter the extended signal X,,, and produce the desir

1D _SD

Xext = lD_EXTD(X iO: il)
Y,., =W _FILTD(X,,, iy, i})

T.800_FF-30

Done

Figure F.30 — The 1D_SD procedure

The 1D. EXTD procedure (informative)

S an even

procedure

the 1D EXTD procedure to extend the signal X beyond its left and right boundaries résulting in thq extended

ed filtered

72 Uefts

rights

parameters which are given in Tables F & and F 9

Table F.8 — Extension to the left

iy Tlefis s liefiy
even 2 4
odd 1 3
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Table F.9 — Extension to the right

Ul iright5_3 Iy ighty
odd 2 4
even 1

F.4.8  The 1D_FILTD procedure (informative)

This Recommendation | International Standard specifies one irreversible procedure (1D_FILTDy ) and one reversible
filtering procedure (1D_FILTDs 3r), depending on whether the 9-7 irreversible or 5-3 reversible wavelet transformation
is selected.

As illustrated in Flgure F. 31 both procedures take as input an extended 1D 51gnal X,., the 1ndex of the first
coefficien T ' i T produce
an output 51gna1 Y. The even-indexed coefficients of the Y signal are a low -pass downsampled version of.thq extended
signal X,}f, while the odd-indexed coefficients of the signal Y are a high-pass downsampled version of thel extended
signal Xex.

ext

o ID FILTD |——»
L 11

T.800_FF-31

Figure F.31 — Parameters of the 1D_FILTD procedure

F.4.8.1 [The 1D_FILTDs procedure (informative)

The revetsible transformation described in this clause is the reversible lifting-based implementation of fiftering by
the 5-3 rejversible wavelet filter. The reversible transformation is defined using lifting-based filtering. The odd-indexed

coefficierfts of output signal Y are computed first.for all values of n such that %)—‘—ISn<%—l as| given in

Equation [F-9):

Xext (271) + Xext (2]’! + 2)J (F'9)

Y(2n +1)=X,,, (20 +1) —{ Z

Then the jeven-indexed coefficierits of output signal Y are computed from the even-indexed values of extendled signal

X, and [the odd-indexed -coefficients of signal Y for all values of n such that {§—|<n<{21—‘ as| given in

Equation [F-10):

Y2n-1)+Y(2n+1)+2

4
L o i

Y(2n)= X, (2n)+ (F-10)

The values of Y(k) such that i) < k i, form the output of the 1D_FILTDy procedure.

F.4.8.2 The 1D_FILTDI procedure (informative)

The irreversible transformation described in this clause is the lifting-based DWT implementation of filtering by the 9-7
irreversible filter.

Equation (F-11) describes the four lifting steps (1 through 4) and the two scaling steps (5 and 6) of the 1D filtering
performed on the extended signal X,,(n) to produce the i; — iy coefficients of signal Y. These steps are performed in the
following order.
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Then, step 2 is performed for all values of n such that % —-1<n< {%—‘ + 1, and uses values calculated at step 1.
Then, step 3 is performed for all values of 7 such that % -1<n< {%—‘ , and uses values calculated at steps 1 and 2.
Then, step 4 is performed for all values of n such that % <n< {%—l , and uses values calculated at steps 2 and 3.
‘ [ig ] [ ]
Finally, sfep 5 1s performed for all values of # such that | — | <71 < ‘ 5 ) and uses values calculated at step 3, pnd step 6
is perforned for all values of n such that [%—‘ <n< {%—‘ and uses values calculated at step 4.
Y2n+1)=X,,2n+1)+a(X,,2n)+ X,,,2n+2)) [STERH]
Y(2n)=X,,,(2n)+ B(r(2n 1)+ Y(2n +1)) [STEP2]
YCn+1)=Y2n+1)+y(¥Y(2n)+Y(2n+2)) [STEP3] (F-11)
Y(2n)=Y(2n)+ (Y(2n-1)+Y(2n +1)) [STEP4]
Y(2n+1)=KY(2n+1) [STEPS]
Y(2n)=(1/K)Y (2n) [STEP6]
where thel values of the lifting parameters o, B, v, 8, and K are defined in Table F.4.
The valugs of such that iy < k < i, form the output of the 1DZFILTD; procedure.
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Annex G

DC level shifting and multiple component transformations

(This annex forms an integral part of this Recommendation | International Standard)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

This annex specifies DC level shifting that converts the signed values resulting from the decoding process to the proper
reconstructed samples.

This annex also describes two different multiple component transformations. These multiple component transformations
are used (O IMIPTOVE COMPITSSION T fICIENTY. T ey are ot Terated to muttipie comporent transformations used to map
colour values for display purposes. One multiple component transformation is reversible and may be used fdr lossy or
lossless cpding. The other is irreversible and may only be used for lossy coding.

G.1 [DC level shifting of tile-components

Figure G.|l shows the flow of DC level shifting in the system with a multiple component transformation.

redonstructed
sample Forward Forward Forward Inverse Inverse Inverse DC sample
—» |DClevel [ component ¥ wavelet coding wavelet [—» cemponent —» level shift >
shift trans. trans. trans. trans.
T.800_FG-1
Figure G.1 — Placement of the DC level shifting,with component transformation
Figure G.p shows the flow of DC level shifting in the system*Without a multiple component transformation.

E q E q ! redonstructed
sample orwar orwar nverse sample
—» |DC level »  wavelet coding wavelet I?eveerlszh]i)fgj >

shift trans: trans. v
T.800_FG-2
Figure G.2 — Placement of the DC level shifting without component transformation
G.1.1  [DC level shifting-of.tile-components (informative)

DC level jshifting is performed on samples of components that are unsigned only. It is performed prior to computation
of a forwprd multiplé cemponent transformation (RCT or ICT), if one is used. Otherwise it is performed pfior to the
wavelet tjansformation described in Annex F. If the MSB of Ssiz' from the SIZ marker segment (see A.5.1) {s zero, all
samples /{x, y)-ofithe ith component are level shifted by subtracting the same quantity from each sample as follows:

i

Siz

Tty =%y =2 (G-1)

G.1.2  Inverse DC level shifting of tile-components

Inverse DC level shifting is performed on reconstructed samples of components that are unsigned only. It is performed
after to computation of the inverse multiple component transformation (RCT or ICT), if one is used. Otherwise it is
performed after the inverse wavelet transformation described in Annex F. If the MSB of Ssiz' from the SIZ marker
segment (see A.6.1) is zero, all samples I(x, ) of the ith component are level shifted by adding the same quantity from
each sample as follows:

I, y) = I(x, y) + 255 (G-2)
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NOTE - Due to quantization effects, the reconstructed samples /(x, y) may exceed the dynamic range of the original samples.
There is no normative procedure for this overflow or underflow situation. However, clipping the value to the nearest value within
the original dynamic range is a typical solution.

G.2 Reversible multiple component transformation (RCT)

The use of the reversible multiple component transformation is signaled in the COD marker segment (see A.6.1). The
RCT shall be used only with the 5-3 reversible filter. The RCT is a decorrelating transformation applied to the first three
components of an image (indexed as 0, 1 and 2). The three components input into the RCT shall have the same
separation on the reference grid and the same bit-depth.

NOTE — While the RCT is reversible, and thus capable of lossless compression, it may be used in truncated codestreams to
provide lossy compression.

G.2.1 Forward RCT (informative)

Prior to applying the Forward RCT, the image component samples are DC level shifted, for unsigned compongnts.

The Forwpard RCT is applied to components Iy(x, ), I;(x, y), L,(x, y) as follows:

Yo(x’y):LIO(x’y)+2IlSC’y)+IZ(X’y)J (G-3)
Yl(x’y):[2<xﬂy)_[1(x’y) (G'4)
YZ(x:y):[O(xﬂy)_h(x’y) (G'S)

If 1o, 1), apd I, are normalized to the same precision, then Equations (G-4) and (G-5) result in a numeric precision of Y,
and Y, thft is one bit greater than the precision of the original:.components. This increase in precision is nefessary to
ensure reyersibility.

G.2.2 Inverse RCT

After the |nverse wavelet transformation is preformed-as described in Annex F, the following Inverse RCT is dpplied:

Il(x,y):Yo(x,y)—VZ(x’y Pl )J (G-6)
Io(x,y)zYz(x,y)+Il(x,y) (G'7)
[2(xﬂy):Y1<xﬂy)+[l<x’y) (G'8)

After applying(the Inverse RCT, the unsigned image components are inverse DC level shifted.

G.3 Irreversible multiple component transformation (ICT)

This clause specifies an irreversible multiple component transformation. The use of the irreversible component
transformation is signaled in the COD marker segment (see A.6.1). The ICT shall be used only with the 9-7 irreversible
filter. The ICT is a decorrelating transformation applied to the first three components of an image (indexed as 0, 1 and
2). The three components input into the ICT shall have the same separation on the reference grid and the same bit-
depth.

G.3.1 Forward ICT (informative)

The Forward ICT is applied to image component samples Io(x, y), I;(x, y), L(x, y), as follows:

Yy (x,y)==0,299 Iy(x, y)— 0,587 I, (x, y) + 0,114 I, (x, y) (G-9)
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Y;(x,y)=-0,16875 Iy(x,y)—0,331260 I;(x,y)+0,5 I,(x,») (G-10)

Y, (x,y)=0,5 Iy(x,y)—0,41869 I;(x,y)—0,08131 I,(x,y) (G-11)

NOTE - If the first three components are Red, Green and Blue components, then the Forward ICT is of a YCbCr transformation.

G.3.2 Inverse ICT

After inverse wavelet transformation is performed as described in Annex F, the following Inverse ICT is applied:

Io(x,y)=Yy(x,»)+ 1,402 Y>(x,y) (G-12)
I (x, ) =Yy (x,») - 0,34413 ¥;(x,y)—0,71414 Y(x,y) (G-13)
L(x,y)=Yy(x,y)+ 1772 ¥ (x, ) (G-14)

Equationg (G-12), (G-13) and (G-14) do not imply a required precision for the coefficients. After applying the Inverse
ICT, the ynsigned image component samples are inverse DC level shifted.

G4 (Chrominance component sub-sampling and the reference grid

The relatjonship between the components and the reference grid is signalled in the SIZ marker (see A.5.1) and
described|in B.2.
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Annex H

Coding of images with regions of interest

(This annex forms an integral part of this Recommendation | International Standard)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

This annex describes the region of interest (ROI) technology. An ROI is a part of an image that is coded earlier in the
codestream than the rest of the image (the background). The coding is also done in such a way that the information
associated with the ROI precedes the information associated with the background. The method used (and described in
this annex) is the Maxshift method.

H.1 [Decoding of ROI

The procqdure specified in this clause is applied only in the case of the presence of an RGN marker'segment (jindicating
the preserjce of an ROI).

The procg¢dure realigns the significant bits of ROI coefficients and background coefficients. It is defined|using the
following|steps:

1) Get the scaling value, s, from the SPrgn parameter of the RGN marker segment in the cpdestream
(see A.6.3). The following steps (2, 3 and 4) are applied to each coefficient (u, v) of sub-band b

D) If Ny(u, v) <M, (see definition of Ny(u, v) in D.2.1 and of Min-Equation (E-2)), then no mqdification
takes place.

3) If Ny(u, v) =2 M, and if at least one of the first M, (see définition in E.1) MSBs (i = 1, ..., M,) is|non-zero,
then the value of N,(u, v) is updated as N,(u, v) = M.

4)  If Ny(u, v) 2 M, and if all first M, MSBs are equalto'zero, then the following modifications are made:
a) discard the first s MSBs and shift the remiaining MSBs s places, as described in Equation |(H-1), for

i= 1, cens Mbl
MSB;, (b ifi+s<N,
MSB; (b,u,v)= pra bt07) pime plu-v) (H-1)
0 if i +5>Np(u,v)
b) update the value of Wy, v) as given in Equation (H-2):
Ny (u,v)= max (O,Nb (u,v)— s) (H-2)

H.2 escription‘of the Maxshift method

H.2.1 ncoding-ef ROI (informative)

The encofling, of the quantized transform coefficients is done in a similar way to encoding without any RQls. At the
encoder sjide.dn ROI mask is created describing which quantized transform coefficients must be encoded with better
quality (even up to losslessly) in order to encode the ROI with better quality (up to lossless). The ROI mask is a bit map
describing these coefficients. See H.3 for details on how the mask is generated.

The quantized transform coefficients outside of the ROI mask, called background coefficients, are scaled down so that
the bits associated with the ROI are placed in higher bit-planes than the background. This means that when the entropy
coder encodes the quantized transform coefficients, the bit-planes associated with the ROI are coded before the
information associated with the background.

The method can be described using the following steps:
1) Generate ROI mask, M(x, y) (see H.3).
2) Find the scaling value s (see H.2.2).

3) Add s LSBs to each coefficient |qb (u,v)' . The number M’ of magnitude bit-planes will then be:

ITU-T Rec. T.800 (08/2002 E) 123


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC 15444-1:2004 (E)

M’b=Mb+S (H-3)
where M, is given by Equation (E-2) and the new value of each coefficient is given by:

lgp (u,v) =ap (. v) - 2° (H-4)

4) Scale down all background coefficients given by M(x, y) using the scaling value s (see H.3). Thus, if
|qb (u,v)| is a background coefficient given by M(x, y), then:

g a.v) =|‘”’§%V)| (H-5)

5)  Write the scaling value s into the codestream using the SPrgn parameter of the RGN marker.segment.

After these steps the quantized transform coefficients are entropy coded as usual.

H.2.2 Selection of scaling value, s, at encoder side (informative)

The scalipg value, s, may be chosen so that Equation (H-6) holds, where max(M,) is the largest number of agnitude
bit-planeg, see Equation (E-1), for any background coefficient, g5(x, y) in any code-block in the current comppnent.

s> max(M) (H-6)

This guarhntees that the scaling value used will be sufficiently large to ensyre all the significant bits associated with the
ROI will be in higher bit-planes than all the significant bits associated With the background.

H.3 [Remarks on region of interest coding (informative)

The ROI functionality described in H.2 depends only on thesscaling value chosen on the encoder side and hen¢e only on
the amplifude of the coefficients on the decoder side. Its up to the encoder to generate a mask that corresponds to the
coefficierfts that need to be encoded with better quality to yield an ROI with better quality than the background.
Clause HP3.1 describes how to generate the ROI mask for a particular region in the image. Clause H.3.2 desdribes how
to generafe the mask in the case of multi-component images and H.3.3 describes how to generate the ROI| mask for
disjoint r¢gions. Clause H.3.4 describes a possible way to deal with the increase of coefficient bit depth. Clguse H.3.5
describes fhow the ROI mask can be extended so as to not correspond exactly to a region in the image domaif and how
the Maxshift method may be used to encode the ROI and the background with different quality.

H.3.1 |Region of interest mask generation (informative)

To achievfe an ROI with better_quality than the rest of the image while maintaining a fair amount of comprepsion, bits
need to b¢ saved by sending-less information for the background. To do this an ROI mask is calculated. The|mask is a
bit-plane [indicating a-§et of quantized transform coefficients whose coding is sufficient in order for the rpceiver to
reconstrug¢t the desirediregion with better quality than the background (up to lossless).

componeit, and-identify the samples that belong to the ROI in the image domain by a binary mask, M(x, y), where:

To illust:Fte thenconcept of ROI mask generation, let us restrict ourselves to a single ROI and a single image

1 wavelet coefficient (x,y) is needed
(H-7)

M<x,y>={

0 accuracy on (x, y) can be sacrificed without affecting ROI

The mask is a map of the ROI in the wavelet domain so that it has a non-zero value inside the ROI and 0 outside. In
each step the LL sub-band of the mask is then updated row by row and then column by column. The mask will then
indicate which coefficients are needed at this step so that the inverse wavelet transformation will reproduce the
coefficients of the previous mask.

For example, the last step of the inverse wavelet transformation is a composition of two sub-bands into one. Then to
trace this step backwards, one finds the coefficients of both sub-bands that are needed. The step before that is a
composition of four sub-bands into two. To trace this step backwards, the coefficients in the four sub-bands that are
needed to give a perfect reconstruction of the coefficients included in the mask for two sub-bands are found.
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All steps are then traced backwards to give the mask. If the coefficients corresponding to the mask are transmitted and
received, and the inverse wavelet transformation calculated on them, the desired ROI will be reconstructed with better
quality than the rest of the image (up to lossless if the ROI coefficients were coded losslessly).

Given below is a description of how the expansion of the mask is acquired from the various filters. Similar methods can
be used for other filters.

H.3.1.1 Region of interest mask generation using the 5-3 reversible filter (informative)

In order to get the optimal set of quantized coefficients to be scaled, the following equations described in this clause
should be used.

To see what coefficients need to be in the mask, the inverse wavelet transformation is studied. Equations (F-5) and (F-6)
give the coefficients needed to reconstruct X(2n) and X(2n + 1) losslessly. It can immediately be seen that these are
L), L(n+ 1) H(n - 1) H(n) H(n + 1) (see F1gure H. 1) Hence 1fX(2n) and X(Zn + 1) are in the ROI the listed low

and high exed points
respectivg ly, relatlve to the origin of the reference grld
Low High
n—1 n n+1 n—1 n n+1
2n 2n+1
T.800_FH-1
X:s

Figure H.1 — The inverse wavelet transformation with the 5-3 reversible filter

H.3.1.2 ﬁJRegion of interest mask generation using the 9-7 irreversible filter (informative)
d

Success ecoding does not depend upeon_the selection of samples to be scaled. In order to get the optimal set of
quantized| coefficients to be scaled the following equations described in this clause should be used.

To see wlat coefficients need to be-inthe mask, the inverse wavelet transformation is studied as in H.3.1.1. Figure H.2
shows thif X(2n) and X(2n + 1) ar€'even and odd indexed points respectively, related to the origin of the refergnce grid.

Low High
n-2 1| n-d n n+1 n+2 n-3| n-2| n-1 n n+l | n+2d| n+t3
2n 2n+1
T.800_FH-2
X:s

Figure H.2 — The inverse wavelet transformation with the 9-7 irreversible filter
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The coefficients needed to reconstruct X(2n) and X(2n + 1) losslessly can immediately be seen to be L(n — 1) to L(n + 2)
and H(n —2) to H(n + 2). Hence if X(2n) and X(2n + 1) are in the ROI, those Low and High sub-band coefficients are in
the mask.

H.3.2  Multi-component remark (informative)

For the case of colour images, the method applies separately in each colour component. If some of the colour
components are down-sampled, the mask for the down-sampled components is created in the same way as the mask for
the non-down-sampled components.

H.3.3  Disjoint regions remark (informative)

If the ROI consists of disjoint parts, then all parts have the same scaling value s.

H.3.4 Implementation precision remark (informative)

This ROI|coding method might in some cases create situations where the dynamic range is exceeded. This’i$ however
easily solved by simply discarding the least significant bit-planes that exceed the limit due to thé down-scaling
operation{ The effect will be that the ROI will have better quality than the background, even though the.entire it stream
is decodefl. It might however create problems when the image is coded with ROIs in a lossless mode. Discagding least
significanlt bit-planes for the background might result in the background not being coded losslessly and in the yorst case
not being|reconstructed at all. This depends on the dynamic range available.

H.3.5 |An example of the usage of the Maxshift method (informative)

The Maxshift method, as described above, allows the user/application to specifymaltiple regions of arbitrary shape,
which wi|l be assigned higher priority compared to the rest of the image. The method does not require erlcoding or
decoding pf the ROI shape.

The Maxghift method allows the implementers of an encoder to exploit.a number of functionalities that are supported by
a compliant decoder. For example, it is possible to use the Maxshift-method to encode an image with differgnt quality
for the RQI and the background. The image is quantized so that thé ROI gets the desired quality (lossy or logsless) and
then the Maxshift method is applied. If the image is encoded progressively by layer, not all of the layers of te wavelet
coefficierts belonging to the background need be encoded. This/corresponds to using different quantization st¢ps for the
ROI and the background.

If the ROJ is to be encoded losslessly, the most optimal set of wavelet coefficients giving a lossless result for the ROI is
described|by the mask generated using the algorithins described in H.3.1 However, the Maxshift method supports the
use of any mask since the decoder does not needto generate the mask. Thus, it is possible for the encoder to Include an
entire subf-band, e.g. the low-low sub-band, in‘\the ROI mask and thus send a low-resolution version of the background
at an early stage of the progressive transmission. This is done by scaling all the quantized transform coefficignts of the
entire sulj-band. In other words, the mser'can decide in which sub-band he will start coding ROI and thug, it is not
necessary|to wait for the entire ROI before receiving any information for the background.
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Annex I

JP2 file format syntax

(This annex forms an integral part of this Recommendation | International Standard.
This annex is optional for the minimum decoder.)

In this annex, the flow charts and tables are normative only in the sense that they are defining an output that alternative
implementations shall duplicate.

L1

File format scope

PLC 2000

Th dats o 1£la £ tloot 1. S 1. 4 4 1
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data. Wh
However,|

This annejx:

- specifies a binary container for both image and metadata;

—  specifies a mechanism to indicate image properties, such as the tonescale or ¢elourspace of the
information in the file;

files specified by this Recommendation | International Standard-

1.2 [Introduction to the JP2 file format

ed image

le not all applications will use this format, many applications will find that this format meets|thieir needs.
those applications that do implement this file format shall implement it as described in this entite’annex.

image;

—  specifies a mechanism by which readers may recognize the existenee of intellectual propgrty rights

- specifies a mechanism by which metadata (including vendor-spegific information) can be ifjcluded in

The JPEG 2000 file format (JP2 file format) provides a foundation for storing application specific data (mgtadata) in
association with a JPEG 2000 codestream, such as information which is required to display the image.
applications require a similar set of information to be associated with the compressed image data, it is usefu
the forma} of that set of data along with the definition of thé&’compression technology and codestream syntax.

Conceptu
about tha
JP2 file i

codestream. The building-block of the JP2 file format is called a box. All information contained

As many
to define

hlly, the JP2 file format encapsulates the JREG 2000 codestream along with other core pieces of infformation

within the

b encapsulated in boxes. This Recommendation | International Standard defines several types of boxes; the

definition| of each specific box type defines the-kinds of information that may be found within a box of that type. Some

boxes wil

L.2.1

JP2 files
be given

be defined to contain other boxes:

|File identification

an be identified usingiseveral mechanisms. When stored in traditional computer file systems, JP2 fj
the file extension, jp2" (readers should allow mixed case for the alphabetic characters). On Mac

systems, JP2 files shouldbe-given the type code 'jp2\040'".

1.2.2

ile organization

les should
ntosh file

A JP2 filg represents a collection of boxes. Some of those boxes are independent, and some of those boxes coijtain other
boxes. The binary structure of a file is a contiguous sequence of boxes. The start of the first box shall be the fi
the file, ahd\th€ last byte of the last box shall be the last byte of the file.

The binar

st byte of

y structure of a box is defined in [.4.

Logically, the structure of a JP2 file is as shown in Figure I.1. Boxes with dashed borders are optional in conforming
JP2 files. However, an optional box may define mandatory boxes within that optional box. In that case, if the optional
box exists, those mandatory boxes within the optional box shall exist. If the optional box does not exist, then the
mandatory boxes within those boxes shall also not exist.
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JP2 file
JPEG 2000 Signature box (I.5.1)

File Type box (1.5.2)
JP2 Header box (superbox) (1.5.3)

Image Header box (1.5.3.1)

Bits Per Component box (1.5.3.2)
Colour Specification box 0 (1.5.3.3)

Capture Resolution box (1.5.3.7.1) :

| e |
| : I
o _______

| r 1 :
| ! |
| [ |
| I

Default Display Resolution box (1.5.3.7.2) :

UUID List box (I.743.1)

Data Entry URL-box (1.7.3.2)

T.800_FI.1

Figure I.1 — Conceptual structure of a JP2 file

Figure 1. 1] specifies onl§xthe containment relationship between the boxes in the file. A particular order of thosg boxes in
the file i§ not generally implied. However, the JPEG 2000 Signature box shall be the first box in a JP2 fil¢, the File
Type bo¥ shall_imimediately follow the JPEG 2000 Signature box and the JP2 Header box shall fall hefore the
Contiguoyis Cadestream box.

The file shown in Figure 1.1 is a strict sequence of boxes. Other boxes may be found between the boxes defied in this
Recommendation | International Standard. However, all information contained within a JP2 file shall be in the box
format; byte-streams not in the box format shall not be found in the file.

As shown in Figure 1.1, a JP2 file contains a JPEG 2000 Signature box, JP2 Header box, and one or more Contiguous
Codestream boxes. A JP2 file may also contain other boxes as determined by the file writer. For example, a JP2 file
may contain several XML boxes (containing metadata) between the JP2 Header box and the first Contiguous
Codestream box.
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L.2.3 Greyscale, colour, palette, multi-component specification

The JP2 file format provides two methods to specify the colourspace of the image. The enumerated method specifies the
colourspace of an image by specifying a numeric value that specifies the colourspace. In this Recommendation |
International Standard, images in the sSRGB colourspace and greyscale images can be defined using the enumerated
method.

The JP2 file format also provides for the specification of the colourspace of an image by embedding a restricted form of
an ICC profile in the file. That profile shall be of either the Monochrome or Three-Component Matrix-Based class of
input profiles as defined by the ICC Profile Format Specification, ICC.1:1998-09. This allows for the specification of a
wide range of greyscale and RGB class colourspaces, as well as a few other spaces that can be represented by those two
profile classes. See J.9 for a more detailed description of the legal colourspace transforms, how those transforms are
stored in the file, and how to process an image using that transform without using an ICC colour management engine.
While restricted, these ICC profiles are fully compliant ICC profiles and the image can thus be processed through any
ICC compliant engine that supports profiles as defined in ICC.1:1998-09.

In additiop to specifying the colourspace of the image, this Recommendation | International Standard providegs a means
by which|a single component palettized image can be decoded and converted back to multiple-compofént fgrm by the
translatiop from index space to multiple-component space. Any such depalettization is applied before the colourspace is
interpretefl. In the case of palettized images, the specification of the colourspace of the image is applied to thgd multiple-
componeift values stored in the palette.

1.2.4 nclusion of opacity channels

The JP2 fjle format provides a means to indicate the presence of auxiliary channels (such as opacity), to definfe the type
of those channels, and to specify the ordering and source of those channels (whether they are directly extractel from the
codestreapn or generated by applying a palette to a codestream component). When a reader opens the JP2 fjle, it will
determing the ordering and type of each component. The application must\thén match the component defipition and
ordering from the JP2 file with the component ordering as defined by the colourspace specification. Onde the file
componeifts have been mapped to the colour channels, the decompressed 1mage can be processed through apy needed
colourspafe transformations.

In many dpplications, components other than the colour chann¢ls.are required. For example, many images us¢d on web
pages cortain opacity information; the browser uses this information to blend the image into the background| It is thus
desirable o include both the colour and auxiliary channels Within a single codestream.

How applications deal with opacity or other auxiliary channels is outside the scope of this Recomme¢ndation |
Internatiopal Standard.

1.2.5 Metadata

One impqrtant aspect of the JP2 file format is the ability to add metadata to a JP2 file. Because all infofmation is
encapsulated in boxes, and all boxes have types, the format provides a simple mechanism for a reader to extra¢t relevant
informatipn, while ignoring any box, that contains information that is not understood by that particular reader. In this
way, new boxes can be created;\either through this or other Recommendations | International Standards pr private
implemeritation. Also, any new _box added to a JP2 file shall not change the visual appearance of the image.

1.2.6 IConformance-with the file format

All conforming filgs shall contain all boxes required by this Recommendation | International Standard, and those boxes
shall be s defined in this Recommendation | International Standard. Also, all conforming readers shall| correctly
interpret 4l yequired boxes defined in this Recommendation | International Standard and thus shall correctly irjterpret all
conforming\filés.

L3 Greyscale/Colour/Palettized/multi-component specification architecture

One of the most important aspects of a file format is that it specifies the colourspace of the contained image data. In
order to properly display or interpret the image data, it is essential that the colourspace of that image is properly
characterized. The JP2 file format provides a multi-level mechanism for characterizing the colourspace of an image.
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1.3.1 Enumerated method

The simplest method for characterizing the colourspace of an image is to specify an integer code representing the
colourspace in which the image is encoded. This method handles the specification of sSRGB, greyscale, and sYCC
images. Extensions to this method can be used to specify other colourspaces, including the definition of multi-
component images.

For example, the image file may indicate that a particular image is encoded in the SRGB colourspace. To properly
interpret and display the image, an application must natively understand the definition of the sRGB colourspace.
Because an application must natively understand each specified colourspace, the complexity of this method is
dependent on the exact colourspaces specified. Also, complexity of this mechanism is proportional to the number of
colourspaces that are specified and required for conformance. While this method provides a high level of
interoperability for images encoded using colourspaces for which correct interpretation is required for conformance, this
method is very inflexible. This Recommendation | International Standard defines a specific set of colourspaces for
which interpretation is required for conformance.

1.3.2 IRestricted ICC profile method

An applidation may also specify the colourspace of an image using two restricted types of ICC profiles. Thiis method
handles the specification of the most commonly used RGB and greyscale class colourspaces through a low-cpmplexity
method.

An ICC profile is a standard representation of the transformation required to convert one” colourspace info another
colourspape. With respect to the JP2 file format, an ICC profile defines how decompressed samples|from the
codestreafn are converted into a standard colorspace (the Profile Connection Space/(R€S)). Depending on thje original
colourspape of the samples, this transformation may be either very simple or very complex.

The ICC Profile Format Specification defines two specific classes of ICC profiles that are simple to implement, referred
to within|the profile specification as Monochrome Input and Three-Corhiponent Matrix-Based Input Profiles. These
profiles limit the transformation from the source colourspace to the P€Sky to the application of a non-linegrity curve
and a 3 x|3 matrix. It is practical to expect all applications, includifig ‘simple devices, to be able to process fthe image
through this transformation. Thus all conforming applications are{required to correctly interpret the colourspgce of any
image thaf specifies the colourspace using this subset of possible ICC profile types.

For the JP2 file format, profiles shall conform to the IGE profile definition as defined by the ICC Proﬁre Format
Specification, ICC.1:1998-09, as well as the restrictions specified above. See J.9 for a more detailed descripfion of the
legal coldurspace transforms, how those transformsvare stored in the file, and how to process an image psing that
transform| without using an ICC colour management/engine.

L.3.3 |Using multiple methods

Architectyirally, the format allows for multiple methods to be embedded in a file and allows other standardq to define
additional] enumerated methods and t¢ define extended methods. This provides readers conforming to those exitensions a
choice as|to what image processing path should be used to interpret the colourspace of the image. Howevef, the first
method fqund in the file (in thetfitst Colourspace Specification box in the JP2 Header box) shall be one of thg methods
as definedl and restricted ip-this Recommendation | International Standard. A conforming reader shall usq that first
method ad ignore all other'methods (in additional Colourspace Specification boxes) found in the file.

1.34 alettized.images

In addition to specifying the interpretation of the image in terms of colourspace, this Recommendation | International
Standard pllews-for the decoding of a single component where the value of that single component represent$ an index
into a pajette”of colours. Input of a decompressed sample to the palette converts the single value to a| multiple-
component tuple. The value of that tuple represents the colour of that sample; that tuple shall then be interpreted
according to the other colour specification methods (Enumerated or Restricted ICC) as if that multiple-component
sample had been directly extracted from multiple components in the codestream.

L3.5 Interactions with the decorrelating multiple component transform

The specification of colour within the JP2 file format is independent of the use of a multiple component transformation
within the codestream (the CSsiz parameter of the SIZ marker segment as specified in A.5.1 and in Annex G). The
colourspace transformations specified through the sequence of Colour Specification boxes shall be applied to the image
samples after the reverse multiple component transformation has been applied to the decompressed samples. While the
application of these decorrelating component transformations is separate, the application of an encoder-based multiple
component transformation will often improve the compression of colour image data.
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L.3.6 Key to graphical descriptions (informative)

Each box is described in terms of its function, usage, and length. The function describes the information contained in
the box. The usage describes the logical location and frequency of this box in the file. The length describes which
parameters determine the length of the box.

These descriptions are followed by a figure that shows the order and relationship of the parameters in the box.
Figure 1.2 shows an example of this type of figure. A rectangle is used to indicate the parameters in the box. The width
of the rectangle is proportional to the number of bytes in the parameter. A shaded rectangle (diagonal stripes) indicates
that the parameter is of varying size. Two parameters with superscripts and a grey area between indicate a run of several
of these parameters. A sequence of two groups of multiple parameters with superscripts separated by a grey area
indicates a run of that group of parameters (one set of each parameter in the group, followed by the next set of each
parameter in the group). Optional parameters or boxes will be shown with a dashed rectangle.

8-bit parameter 32-bit parameter Run of N parameters
C D ]L GO GN—l HO JO HM—l JM—l

Ny

T v 180012

Variable size parameter Run-of M sets of parameters

Figure 1.2 — Example of the box description-figures

The figur¢ is followed by a list that describes the meaning of each paratneter in the box. If parameters are repgate, the d
length andl nature of the run of parameters is defined. As an exampleyin Figure 1.2, parameters C, D, E and F are 8-, 16-,
32-bit and variable length respectively. The notation G° and G~ Tmplies that there are N different parametes, G', in a
row. The|group of parameters H” and HY', and J° and J¥!)specify that the box will contain H’, followed by I°,
followed py H' and J', continuing to H™™" and JM' (M instancés of each parameter in total). Also, the field E {s optional
and may 1ot be found in this box.

After the|list is a table that either describes the allowed parameter values or provides references to other fables that
describe these values.

In additioh, in a figure describing the contents\of a superbox, an ellipsis (...) will be used to indicate that cont¢nts of the
file betwden two boxes is not specifically defined. Any box (or sequence of boxes), unless otherwise specifjed by the
definition|of that box, may be found ifi' place of the ellipsis.

For example, the superbox showriin Figure 1.3 must contain an AA box and a BB box, and the BB box must follow the
AA box. |However, there may\be other boxes found between boxes AA and BB. Dealing with unknowr| boxes is

discussed|in 1.8.
% % T.800_FI-3

Figure 1.3 — Example of the superbox description figures

1.4 Box definition

Physically, each object in the file is encapsulated within a binary structure called a box. That binary structure is as
in Figure 1.4:

| 7T

LBox TBox | 2 XLBox ____ T.800_Fl-4

DBox

Figure 1.4 — Organization of a box
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For exam

LBox:

TBox:

Box Length. This field specifies the length of the box, stored as a 4-byte big endian unsigned
integer. This value includes all of the fields of the box, including the length and type. If the value of
this field is 1, then the XLBox field shall exist and the value of that field shall be the actual length
of the box. If the value of this field is 0, then the length of the box was not known when the LBox
field was written. In this case, this box contains all bytes up to the end of the file. If a box of length
0 is contained within another box (its superbox), then the length of that superbox shall also be 0.
This means that this box is the last box in the file. The values 2-7 are reserved for ISO use.

Box Type. This field specifies the type of information found in the DBox field. The value of this
field is encoded as a 4-byte big endian unsigned integer. However, boxes are generally referred to
by an ISO/IEC 646 character string translation of the integer value. For all box types defined within
this Recommendation | International Standard, box types will be indicated as both character string
(normative) and as 4-byte hexadecimal integers (informative). Also, a space character is shown in
the character string translation of the box type as "\040". All values of TBox not defined within this

XLBox:

IDBox:

Recommendation | International Standard are reserved for ISO nse

Box Extended Length. This field specifies the actual length of the box if the value of the'llBox field
is 1. This field is stored as an 8-byte big endian unsigned integer. The value include§ all of the fields
of the box, including the LBox, TBox and XLBox fields.

Box Contents. This field contains the actual information contained within thi§ box. The
the box contents depends on the box type and will be defined individually.fot each type.

format of

Table 1.1 — Binary structure of a box

Field name

Size (bits)

Value

LBox

32

0,1, or
8to (2°-1)

TBox

32

Variable

XLBox

64
0

16 to 2%~ 1); if LBox = 1
Not applicable; if LBox # 1

DBox

Vatiable

Variable

ble, consider the illustration in Figure 1.5 of a sequence of boxes, including one box that contains oth|

Er boxes:

Box 0

Box 1

Box.2

Box 3

Box 4

IBox,

~_ 7

LBox,

LBox,

LBox

Figure 1.5 — Illustration of box lengths

LBoy,

T.800_FI-5

As shown in Figure 1.5, the length of each box includes any boxes contained within that box. For example, the length of
Box 1 includes the length of Boxes 2 and 3, in addition to the LBox and TBox fields for Box 1 itself. In this case, if the
type of Box 1 was not understood by a reader, it would not recognize the existence of Boxes 2 and 3 because they
would be completely skipped by jumping the length of Box 1 from the beginning of Box 1.

Table 1.2 lists all boxes defined by this Recommendation | International Standard. Indentation within the table indicates
the hierarchical containment structure of the boxes within a JP2 file.
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Box name Type Superbox Required? Comments
. '1P\040\040' . This box uniquely identifies the file as
JPEG 2000 Signature box (0x6A50 2020) No Required | 1o part of the JPEG 2000 family of files.
This box specifies file type, version and
. 'fryp' . compat.ibili.ty iqforma_tion, includipg
File Type box (0x6674 7970) No Required specifying if this file is a conforming JP2
file or if it can be read by a conforming JP2
reader.
ook This box contains a series of boxes that
JP2 Header box (0x6 AI;O 3268) Yes Required contain header-type information about the
| 'ihdr' . This box specifies the size ofithe’ifnage and
Imagp Header box (0x6968 6472) No Required | ot related fields.
, , This box specifies the pit dépth of the
Bits Fer Component box (0x62b%: C63 63) No Optional components in the file,in cases whre the bit
depth is not constant’across all corhponents.
. . ‘colr’ - This box specifies the colourspace|of the
Coloyr Specification box (0x636F 6C72) No Required image.
elr! This box specifies the palette which maps a

Paletfe box (0x70r6)3 6C72) No Optional singleComponent in index space t¢ a

multiple-component image.

Component Mapping 'cmap' No Optional This box specifies the mapping befween a

box (0x636D 6170) P palette and codestream components.

This box specifies the type and ordering of
- ‘cdef’ y the components within the codestrgam, as

Chanhel Definition box (0x6364 6566) No QRphal well as those created by the applicfition of a

palette.

Resolution box (0x 7r§s6\§)4;% 20) Yes Optional This box contains the grid resolutipn.
(apture Resolution 'resc’ No Optional This box specifies the grid resolutifon at
bpx (0x7265 7363) P which the image was captured.

Default Display 'resd’ No Optional This box specifies the default grid fresolution
Rlesolution box (0x7265 7364) P at which the image should be dis pllayed.
. 'jp2¢c' . This box contains the codestream 3s defined
Contiguops Codestream box (0x6A70.3263) No Required by Annex A.
'jp21" . This box contains intellectual property
Intellectupl Property box (0x6AT0 3269) No Optional | ;. ¢ rmation about the image.
eml\040" This box provides a tool by which [vendors
XML bo} No Optional can add XML formatted informati¢n to a
(0x786D 6C20)
JP2 file.
uid' This box provides a tool by which|vendors
UUID bojx (0x7575 6964) No Optional can add additional information to g file
without risking conflict with other|vendors.
inf This box provides a tool by whicha vendor
UUID Info bex (0x7569 6E66) Yes Optional ﬁz&}; rﬁf:géi%%l)
UUID List box (0X75%13St7374) No Optional This box specifies a list of UUIDs.
'url\040' . This box specifies a URL.
URL box (0x7572 6C20) No Optional
L5 Defined boxes

The following boxes shall properly be interpreted by all conforming readers. Each of these boxes conforms to the
standard box structure as defined in 1.4. The following clauses define the value of the DBox field from Table I.1 (the
contents of the box). It is assumed that the LBox, TBox and XLBox fields exist for each box in the file as defined in
Annex 1.4.
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L51 JPEG 2000 Signature box

The JPEG 2000 Signature box identifies that the format of this file was defined by the JPEG 2000 Recommendation |
International Standard, as well as provides a small amount of information which can help determine the validity of the
rest of the file. The JPEG 2000 Signature box shall be the first box in the file, and all files shall contain one and only
one JPEG 2000 Signature box.

The type of the JPEG 2000 Signature box shall be 'JP\040\040' (0x6A50 2020). The length of this box shall be 12 bytes.
The contents of this box shall be the 4-byte character string '<SCR><LF><0x87><LF>' (0x0DOA 870A). For file
verification purposes, this box can be considered a fixed-length 12-byte string which shall have the value:
0x0000 000C 6A50 2020 0DOA 870A.

The combination of the particular type and contents for this box enable an application to detect a common set of file
transmission errors. The CR-LF sequence in the contents catches bad file transfers that alter newline sequences. The
final linefeed checks for the inverse of the CR-LF translation problem. The third character of the box contents has its
high-bit sgttocatcirbad fite transters that ciear bit7-

L5.2 [File Type box

The File Type box specifies the Recommendation | International Standard which completely defines all of thg contents
of this fil¢, as well as a separate list of readers, defined by other Recommendations | International\Standards, with which
this file i$ compatible, and thus the file can be properly interpreted within the scope of that other standard This box
shall imnjediately follow the JPEG 2000 Signature box. This differentiates between thésstandard which completely
describes [the file, from other standards that interpret a subset of the file.

All files shall contain one and only one File Type box.

The type pf the File Type Box shall be 'ftyp' (0x6674 7970). The contents of this-box shall be as in Figure 1.6:

|

i ' i

BR MinV O at
I 1 |

T.800_FI-6

Figure 1.6 — Organization of the contents of a File Type box

[BR: Brand. This field specifies the Recommendation | International Standard which completdly defines
this file. This field is specified by a four-byte string of ISO/IEC 646 characters. The value of this
field is defined in Table E3:

Table 1.3 — Legal Brand values

Value Meaning
'jp2\040! IS 15444-1, Annex I (This Recommendation | International Standard)
other\values Reserved for other ISO uses

In) addition, the Brand field shall be considered functionally equivalent to a major versioh number.
‘A major version change (if there ever is one), representing an incompatible change in te JP2 file
format, shall define a different value for the Brand field.

) IR} 1 £ N 114 . Lo nAn 1 Ll ONaAN S i bili li
T tNC—vVart o e Drana Iierd 1S 1ot Pz o0, te—a— vardc o1 jpzo=Uu trmec—compat llty 1st

indicates that a JP2 reader can interpret the file in some manner as intended by the creator of the
file.

MinV: Minor version. This parameter defines the minor version number of this JP2 specification for which
the file complies. The parameter is defined as a 4-byte big endian unsigned integer. The value of
this field shall be zero. However, readers shall continue to parse and interpret this file even if the
value of this field is not zero.

CL: Compatibility list. This field specifies a code representing this Recommendation | International
Standard, another standard, or a profile of another standard, to which the file conforms. This field is
encoded as a four-byte string of ISO/IEC 646 characters. A file that conforms to this
Recommendation | International Standard shall have at least one CL' field in the File Type box, and
shall contain the value 'jp2\040' in one of the CL' fields in the File Type box, and all conforming
readers shall properly interpret all files with 'jp2\040' in one of the CL' fields
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If one of the CL! fields contains the value "J2P0" then the first codestream contained within this JP2

file is restricted as described for Profile-0 from Table A.45.

If one of the CL! fields contains the value "J2P1" then the first codestream contained within this JP2

file is restricted as described for Profile-1 from Table A.45.
Other values of the Compatibility list field are reserved for ISO use.
The number of CL' fields is determined by the length of this box.

Table 1.4 — Format of the contents of the File Type box

Field name Size (bits) Value

BR 32 0to (2"-1)
MinV. 32 0

153
The JP2 §

resolution.

box may
must be 4
within thd

The type

This box
readers.
Standard

Those boxes contained within the JP2 Header box that are defined within this Recommendation | Int

cL! 32 0 to (2>~ 1)

JP2 Header box (superbox)

This box is a superbox. Within a JP2 file, there shall be one and only one JP2 Header box. The J]
be located anywhere within the file after the File Type box but before the Contigueus Codestream b
t the same level as the JPEG 2000 Signature and File Type boxes (it shall @ot be inside any other
file).

bf the JP2 Header box shall be 'jp2h' (0x6A70 3268).

contains several boxes. Other boxes may be defined in other standards and may be ignored by c

hire as in Figure 1.7:

{eader box contains generic information about the file, such as number of componentsy/colourspacd,

and grid
2 Header
px. It also
superbox

nforming
ernational

ihdr

ihdr:

bpcec:

colr":

I% ; l/,/} /p / ?//p l///% //// 23 7.800_FI7

ses '/b

Y

///. /

Figure 1.7 — Organization of the contents of a JP2 Header box

Image Header box. This box specifies information about the image, such as its height and|width. Its
structure is specifieddnl.5.3.1. This box shall be the first box in the JP2 Header box.

Bits Per Component box. This box specifies the bit depth of each component in the codestfeam after
decompressjon., Its structure is specified in 1.5.3.2. This box may be found anywhere in the JP2
Header box provided that it comes after the Image Header box.

Colour Specification boxes. These boxes specify the colourspace of the decompressed impge. Their
struetutes are specified in 1.5.3.3. There shall be at least one Colour Specification box vithin the
JP2 Header box. The use of multiple Colour Specification boxes provides the ability forja decoder
te’ be given multiple optimization or compatibility options for colour processing. These Hoxes may
be found anywhere in the JP2 Header box provided that they come after the Image Headdr box. All
Colour Specification boxes shall be contiguous within the JP2 Header box.

pclr:

cmap:

cdef:

res:

Palette box. This box defines the palette to use to create multiple components from a single
component. Its structure is specified in 1.5.3.4. This box may be found anywhere in the JP2 Header
box provided that it comes after the Image Header box.

Component Mapping box. This box defines how image channels are identified from the actual
components in the codestream. Its structure is specified in 1.5.3.5. This box may be found anywhere
in the JP2 Header box provided that it comes after the Image Header box.

Channel Definition box. This box defines the channels in the image. Its structure is specified
in [.5.3.6. This box may be found anywhere in the JP2 Header box provided that it comes after the
Image Header box.

Resolution box. This box specifies the capture and default display grid resolutions of the image. Its
structure is specified in 1.5.3.7. This box may be found anywhere in the JP2 Header box provided
that it comes after the Image Header box.
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I.5.3.1 Image Header box

This box contains fixed length generic information about the image, such as the image size and number of components.
The contents of the JP2 Header box shall start with an Image Header box. Instances of this box in other places in the file
shall be ignored. The length of the Image Header box shall be 22 bytes, including the box length and type fields. Much
of the information within the Image Header box is redundant with information stored in the codestream itself.

All references to "the codestream" in the descriptions of fields in this Image Header box apply to the codestream found
in the first Contiguous Codestream box in the file. Files that contain contradictory information between the Image
Header box and the first codestream are not conforming files. However, readers may choose to attempt to read these
files by using the values found within the codestream.

The type of the Image Header box shall be 'thdr' (0x6968 6472) and contents of the box shall have the format as in

Figure 1.8:

WIDTH:

INC:

IBPC:

HEIGHT WIDTH NC

BPC
C
UnkC
IPR

T.800_FI-8

[HEIGHT:

Figure 1.8 — Organization of the contents of an Image Header box

Image area height. The value of this parameter indicates the height of the image area.|This field
is stored as a 4-byte big endian unsigned integer. The value’of-this field shall be YsiZ — YOsiz,
where Ysiz and YOsiz are the values of the respective.*fields in the SIZ marKer in the
codestream. See Figure B.1 for an illustration of the_image area. However, refefence grid
points are not necessarily square; the aspect ratio, of a’reference grid point is specifjed by the
Resolution box. If the Resolution box is not present, then a reader shall assume that reference
grid points are square.

Image area width. The value of this parameter indicates the width of the image area.[This field
is stored as a 4-byte big endian unsigned, integer. The value of this field shall be Xsiz — XOsiz,
where Xsiz and XOsiz are the values of the respective fields in the SIZ marKer in the
codestream. See Figure B.1 for an illustration of the image area. However, refefence grid
points are not necessarily squate; the aspect ratio of a reference grid point is specifjed by the
Resolution box. If the Resolittion box is not present, then a reader shall assume that] reference
grid points are square.

Number of components. This parameter specifies the number of components in the cpdestream
and is stored as a.2-byte big endian unsigned integer. The value of this field shall bg equal to
the value of the Csiz field in the SIZ marker in the codestream.

Bits per component. This parameter specifies the bit depth of the componerts in the
codestream, minus 1, and is stored as a 1-byte field.

If the.bit depth and the sign are the same for all components, then this parameter specifies that
bit\depth and shall be equivalent to the values of the Ssiz' fields in the SIZ marker in the
codestream (which shall all be equal). If the components vary in bit depth and/or sigf, then the
value of this field shall be 255 and the JP2 Header box shall also contain a Bits Per omponent
box defining the bit depth of each component (as defined in 1.5.3.2).

The low 7-bits of the value indicate the bit depth of the components. The high-bi{ indicates
whether the components are signed or unsigned. If the high-bit is 1, then the cqmponents

UnkC:

contain signed values. If the high-bit is 0, then the components contain unsigned values.

Compression type. This parameter specifies the compression algorithm used to compress the
image data. The value of this field shall be 7. It is encoded as a 1-byte unsigned integer. Other
values are reserved for ISO use.

Colourspace Unknown. This field specifies if the actual colourspace of the image data in the
codestream is known. This field is encoded as a 1-byte unsigned integer. Legal values for this
field are 0, if the colourspace of the image is known and correctly specified in the Colourspace
Specification boxes within the file, or 1, if the colourspace of the image is not known. A value
of 1 will be used in cases such as the transcoding of legacy images where the actual
colourspace of the image data is not known. In those cases, while the colourspace interpretation
methods specified in the file may not accurately reproduce the image with respect to some
original, the image should be treated as if the methods do accurately reproduce the image.
Values other than 0 and 1 are reserved for ISO use.
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Intellectual Property. This parameter indicates whether this JP2 file contains intellectual
property rights information. If the value of this field is 0, this file does not contain rights
information, and thus the file does not contain an IPR box. If the value is 1, then the file does

contain rights information and thus does contain an IPR box as defined in 1.6. Other values are
reserved for ISO use.

Table 1.5 — Format of the contents of the Image Header box

1.5.3.2

Field name Size (bits) Value
HEIGHT 32 1to (2*-1)
WIDTH 32 1to (2%2-1)

NC 16 1to 16 384

BPC 8 See Table 1.6
C 8 7

Unk 8 Oto1
IPR 8 0tol

Table 1.6 — BPC values

Values (bits) Component sample precision

MSB LSB
x000 0000 Component bit depth = value + 1. From Wbit deep through 38 bits
to deep respectively (counting the sign bityif appropriate)
x010 0101

0XXX XXXX Components are unsigned values

1XXX XXXX Components are signed values

1111 1111 Components vary in bit«depth

All other values reserved for ISO use

|Bits Per Component box

The Bits [Per Component box specifies the_bit, depth of each component. If the bit depth of all components in the
codestream is the same (in both sign and precision), then this box shall not be found. Otherwise, this box spgcifies the
bit depth |of each individual component.(The order of bit depth values in this box is the actual order in which those
componeifts are enumerated within the ¢odestream. The exact location of this box within the JP2 Header box|may vary

provided that it follows the Image Header box.

There shafll be one and only ofie)Bits Per Component box inside a JP2 Header box.

The type|of the Bits Per Component Box shall be 'bpcc' (0x6270 6363). The contents of this box shal] be as in

Figure 1.9

BPC?

BPCNC -1

BPC!:

T.800_FI.9

Figure 1.9 — Organization of the contents of a Bits Per Component box

Bits per component. This parameter specifies the bit depth of component i, minus 1, encoded as a
1-byte value. The ordering of the components within the Bits Per Component Box shall be the same
as the ordering of the components within the codestream. The number of BPC' fields shall be the
same as the value of the NC field from the Image Header box. The value of this field shall be
equivalent to the respective Ssiz' field in the SIZ marker in the codestream.

The low 7-bits of the value indicate the bit depth of this component. The high-bit indicates whether
the component is signed or unsigned. If the high-bit is 1, then the component contains signed values.
If the high-bit is 0, then the component contains unsigned values.
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Table 1.7 — Format of the contents of the Bits Per Component box

Field name Size (bits) Value
BPC' 8 See Table 1.8

Table 1.8 — BPC' values

1.5.3.3

Each Col
decompre
and after

A JP2 filg
for achiey
However,|

The type
in Figure

Values (bits) Component sample precision
MSB LSB P Pe P
x000 0000 Component bit depth = value + 1. From 1 bit deep through 38 bits
to deep respectively (counting the sign bit, if appropriate)
x010 0101
0XXX XXXX Components are unsigned values
1XXX XXXX Components are signed values
All other values reserved for ISO use

(Colour Specification box

our Specification box defines one method by which an application can intetpret the colourspa
ssed image data. This colour specification is to be applied to the image data after it has been dec
iny reverse decorrelating component transform has been applied to the inlage data.

may contain multiple Colour Specification boxes, but must contairat least one, specifying differen
ing "equivalent" results. A conforming JP2 reader shall ignore all Colour Specification boxes afte
readers conforming to other standards may use those boxes as defined in those other standards.

pf a Colour Specification box shall be 'colr' (0x636F 6C72),)The contents of a Colour Specification

"""" o 77

v/PROFILE/

&&= 2.

APPROX

METH
PREC
3
Q
n

Figure 1.10 — Organization of the contents of a Colour Specification box

METH: Specification ‘'method. This field specifies the method used by this Colour Specificati
define the colourspace of the decompressed image. This field is encoded as a 1-byte
integers The value of this field shall be 1 or 2, as defined in Table 1.9.

ce of the
mpressed

t methods
 the first.

box is as

n box to
unsigned
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Table 1.9 — Legal METH values

Value Meaning
1 Enumerated Colourspace. This colourspace specification box contains the enumerated value of the colourspace
of this image. The enumerated value is found in the EnumCS field in this box. If the value of the METH field is 1,
then the EnumCS shall exist in this box immediately following the APPROX field, and the EnumCS field shall be
the last field in this box
2 Restricted ICC profile. This Colour Specification box contains an ICC profile in the PROFILE field. This profile

shall specify the transformation needed to convert the decompressed image data into the PCSyxyz, and shall
conform to either the Monochrome Input or Three-Component Matrix-Based Input profile class, and contain all
the required tags specified therein, as defined in ICC.1:1998-09. As such, the value of the Profile Connection
Space field in the profile header in the embedded profile shall be ‘XYZ\040’ (0x5859 5A20) indicating that the
output colourspace of the profile is in the XYZ colourspace.

Any private tags in the ICC profile shall not change the visual appearance of an image processed using this ICC

}JlUlllC.

The components from the codestream may have a range greater than the input range of the tone reproducllion curve
(TRC) of the ICC profile. Any decoded values should be clipped to the limits of the TRC before processipg the
image through the ICC profile. For example, negative sample values of signed components may be-clippdd to zero
before processing the image data through the profile.

See J.9 for a more detailed description of the legal colourspace transforms, how those transforms are stor¢d in the
file, and how to process an image using that transform without using an ICC colour mdnagement engine.

If the value of METH is 2, then the PROFILE field shall immediately follow the APPROX field and the PROFILE
field shall be the last field in the box.

other valpes

Reserved for other ISO use. If the value of METH is not 1 or 2, there may bedfields in this box following fhe
APPROX field, and a conforming JP2 reader shall ignore the entire Colour\Specification box.

IPREC: Precedence. This field is reserved for ISO use and-the value shall be set to zero;| however,

conforming readers shall ignore the value of this field. This field is specified as a sigied 1-byte
integer.

APPROX:  Colourspace approximation. This field speeifies the extent to which this colour spg¢cification

method approximates the "correct" definition of the colourspace. The value of this field shall
be set to zero; however, conforming.readers shall ignore the value of this field. Other values
are reserved for other ISO use. This field is specified as 1-byte unsigned integer.

[EnumCS: Enumerated colourspace. This field specifies the colourspace of the image using integer codes.

To correctly interpret the colour of an image using an enumerated colourspace, the application
must know the definitionefthat colourspace internally. This field contains a 4-byte big endian
unsigned integer valug-indicating the colourspace of the image. If the value of the METH field
is 2, then the EnumC€S field shall not exist. Valid EnumCS values for the first cqlourspace
specification box(in conforming files are limited to 16, 17, and 18 as defined in Table|I.10:

Table 1.10 — Legal EnumCS values

Valug Meaning
16 sRGB .49 defined by IEC 61966-2-1
17 greyscale: A greyscale space where image luminance is related to code values using the SRGB non-linearjty given
ifEquations (2) through (4) of IEC 61966-2-1 (sRGB) specification:
Y =Ygpi /255 I-1
for (Y" <0,04045), ¥, =Y /12,92 1-2)
, 2,4
for (Y >0,04045), Y;;, = Y+0055
1,055
where Y;, is the linear image luminance value in the range 0.0 to 1.0. The image luminance values should be inter-
preted relative to the reference conditions in Section 2 of IEC 61966-2-1.
18 sYCC as defined by IEC 61966-2-1 Amd. 1

NOTE - It is not recommend to use ICT or RCT specified in Annex G with sYCC image data. See J.15 for
guidelines on handling YCC codestreams.

other values

Reserved for other ISO uses
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1.5.3.4
This box

specify the creation of any particular channel; the creation of channels based on the ,application of the p
componeift is specified by the Component Mapping box. The colourspace or medning of the generated

specified

Definitiot
also contdin a Component Mapping box. If the JP2 Header box does not contain a Palette box, then it shall no
Componeht Mapping box.

15444-1:2004 (E)

PROFILE:

ICC profile. This field contains a valid ICC profile, as specified by the ICC Profile Format

Specification, which specifies the transformation of the decompressed image data into the PCS.
This field shall not exist if the value of the METH field is 1. If the value of the METH field is
2, then the ICC profile shall conform to the Monochrome Input Profile class or the Three-

Component Matrix-Based Input Profile class as defined in ICC.1:1998-09.

Table I.11 — Format of the contents of the Colour Specification box

Field name Size (bits) Value
METH 8 1to2
PREC 8 0
APPROX 8 0
EnumCS 32 if METH = 1 0to (2°-1)
0if METH =2 no value
PROFILE Variable Variable; see the ICC Profile Format
Specification, version ICC.1:1998-09.

|Palette box

specifies a palette that can be used to create channels from components. However, the Palette bo3

by the Channel Definition box (or specified through the defaults defined in the specification of th
box if the Channel Definition box does not exist). If the JP2 Head€i-box contains a Palette box, th

does not
lette to a
hannel is
. Channel
en it shall
contain a

There shalll be at most one Palette box inside a JP2 Header box.

The type

bf the Palette box shall be 'pclr' (0x7063 6C72). The contents of this box shall be as in Figure I.11:

NE NPC| B° E Co.0 (0. NPC 1
*d M
—>
»CNE- 1,0 (CNE - 1, NPC - 1
T.800_FI-11

NE:

NPC:

B':

140

Figure 1.11 — Organization of the contents of the Palette box

Number of entries in the table. This value shall be in the range 1 to 1024 and is encoded as a 2-byte
big endian unsigned integer.

Number of palette columns specified in the Palette box. For example, if the palette is to be used to
map a single index component into a three-component RGB image, then the value of this field shall
be 3. This field is encoded as a 1-byte unsigned integer.

This parameter specifies the bit depth of values created by palette column 7, encoded as a 1-byte big
endian integer. The low 7-bits of the value indicate the bit depth of this palette column. The high-bit
indicates whether the palette column is signed or unsigned. If the high-bit is 1, then the palette
column contains signed values. If the high-bit is 0, then the palette column contains unsigned
values. The number of B' values shall be the same as the value of the NPC field.
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The value for entry j for palette column i. C¥ values are organized in component major order; all of
the values for entry j are grouped together, followed by all of the values for entry j+ 1. In the
example given above, this table would therefore read R, G;,B; ,R,,G; B, etc. The size of C" is the
value specified by field B'. The number of palette columns shall be the same as the NPC field. The
number of C" values shall be the number of palette columns (the NPC field) times the number of
entries in the palette (NE). If the value of B' is not a multiple of 8, then each C" value is padded with
zeros to a multiple of 8 bits and the actual value shall be stored in the low-order bits of the padded
value. For example, if the value of B' is 10 bits, then the individual C" values shall be stored in the
low 10 bits of a 16-bit field.

Table 1.12 — Format of the contents of the Palette box

Field name

Size (bits)

Value

NE

16

1 to 1024

NPC

8

1 to 255

Bi

8

See Table 1.13

c’

Variable

Variable

1.5.3.5

The Com
codestrea

Table 1.13 — B values

Values (bits)

MSB LSB Palette column sample precision

x000 0000
to
x010 0101

Palette column bit depth = value + 1. Erom 1 bit deep through
38 bits deep respectively (counting the-sign bit, if appropriate)

0XXX XXXX Palette column values are unsigned values

1XXX XXXX Palette column values are'signed values

All other values reserved. for ISO use.

(Component Mapping box

bonent Mapping box defines how image channels are identified from the actual components decode
. This abstraction allows a single structure (the Channel Definition box) to specify the colour or ty

| from the
be of both

palettized| images and non-palettized images. This box contains an array of CMP', MTYP' and PCOL' fields. Hach group
of these flelds represents the definition.of drie channel in the image. The channels are numbered in order starting with

zero, and

the number of channels spegified in the Component Mapping box is determined by the length of the

DOX.

There shafll be at most one Compenent Mapping box inside a JP2 Header box.

If the JP2[ Header box contains a Palette box, then the JP2 Header box shall also contain a Component Mapping box. If
the JP2 Header box doesnot-contain a Component Mapping box, the components shall be mapped directly to| channels,

such that fomponent iiSsmapped to channel 7.

The type|of the Coniponent Mapping box shall be ‘cmap’ (0x636D 6170). The contents of this box shal|] be as in

Figure L.1R:

cmp? CMP"

MTYH
PCOL
MTYH"
PCOL

T.800_FI-12

Figure 1.12 — Organization of the contents of a Component Mapping box

ITU-T Rec. T.800 (08/2002 E) 141


https://iecnorm.com/api/?name=ffc91706795a3437d107efb1b365e756

ISO/IEC

15444-1:2004 (E)

CMP": This field specifies the index of component from the codestream that is mapped to this channel

(either directly or through a palette). This field is encoded as a 2-byte big endian unsigned i

nteger.

MTYP': This field specifies how this channel is generated from the actual components in the file. This field

is encoded as a 1-byte unsigned integer. Legal values of the MTYP' field are as in Table 1.1

Table 1.14 — MTYP' field values

4.

Value Meaning

0 Direct use. This channel is created directly from an actual component in the codestream. The index of the
component mapped to this channel is specified in the CMP" field for this channel.

1 Palette mapping. This channel is created by applying the palette to an actual component in the codestream. The
index of the component mapped into the palette is specified in the CMP' field for this channel. The column from
the pq]pﬂp touse-is cppr-iﬁpr‘ inthe PCOL field for-this channel

2 to 25p Reserved for ISO use

1.5.3.6

field for this channel is 0, then the value of this field shall be 0.

Table 1.15 — Format of the contents of the Component Mapping box

Field name Size (bits) Value
CMP! 16 0to 16384
MTYP! 8 0to1l
PCOL' 8 0 to 255

(Channel Definition box

[PCOL’: This field specifies the index component from the palette that is used to map thefactial gomponent
from the codestream. This field is encoded as a 1-byte unsigned integer. If the'value of the MTYP'

The Charnel Definition box specifies the meaning of the saniples in each channel in the image. The exact Ipcation of
this box ithin the JP2 Header box may vary provided, that it follows the Image Header box.The mapping between

actual cothponents from the codestream to channels is specified in the Component Mapping box. If the JP2 H

eader box

does not dontain a Component Mapping box, then a reader shall map component i to channel 7, for all compongnts in the

codestrea

There shalll be at most one Channel Definition box inside a JP2 Header box.

This box

channel described by that association,)the type of that channel, and the association of that channel with
colours. This box may specify multiple descriptions for a single channel.

m.

contains an array of channel.descriptions. For each description, three values are specified: the indlex of the

particular

If a multiple component transform is specified within the codestream, the image must be in an RGB colourspafge and the

red, green} and blue colours‘asichannels 0, 1 and 2 in the codestream, respectively.

The type

142

bf the Channel Definition box shall be 'cdef' (0x6364 6566). The contents of this box shall be as in F
N Cn? Typ? Asoc? cnV ! TypN = HAsoch ~ 1
T.800_FI-13

Figure 1.13 — Organization of the contents of a Channel Definition box
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Number of channel descriptions. This field specifies the number of channel descriptions in this box.
This field is encoded as a 2-byte big endian unsigned integer.

Channel index. This field specifies the index of the channel for this description. The value of this
field represents the index of the channel as defined within the Component Mapping box (or the
actual component from the codestream if the file does not contain a Component Mapping box). This
field is encoded as a 2-byte big endian unsigned integer.

Channel type. This field specifies the type of the channel for this description. The value of this field
specifies the meaning of the decompressed samples in this channel. This field is encoded as a 2-byte
big endian unsigned integer. Legal values of this field are shown in Table 1.16:

Table 1.16 — Typ' field values

Valu

Mreaming

This channel is the colour image data for the associated colour.

Opacity. A sample value of 0 indicates that the sample is 100% transparent, and the maximum value of th
channel (related to the bit depth of the codestream component or the related palette componert.mapped tq this
channel) indicates a 100% opaque sample. All opacity channels shall be mapped from unsignéd componepts.

a

Premultiplied opacity. An opacity channel as specified above, except that the value of the’opacity channe| has
been multiplied into the colour channels for which this channel is associated. Premultiplication is defined|as
follows:

S,=8x (I-3)
(xmax

where S is the original sample, S, is the pre multiplied sample (the safaple stored in the image, o is the vallue of the
opacity channel, and 0., is the maximum value of the opacity channel as defined by the bit depth of the ppacity
channel.

3to (2"

2)

Reserved for ISO use

2161

The type of this channel is not specified.

Asoc:  Channel association. This field specifiesithe index of the colour for which this channel js directly

associated (or a special value to indicate the whole image or the lack of an association). For
example, if this channel is an opacity~channel for the red channel in an RGB colourspace] this field
would specify the index of the colour red. Table 1.17 specifies legal association values. Table 1.18
specifies legal colour indices. This field is encoded as a 2-byte big endian unsigned integer.

Table 1.17 — Asoc' field values

Valug

Meaning

This channel is assoeiated as the image as a whole (for example, an independent opacity channel that shopld be
applied to all color channels).

1to (2"

2)

This channel is"associated with a particular colour as indicated by this value. This value is used to associgte a
particularichannel with a particular aspect of the specification of the colourspace of this image. For example,
indicatiag that a channel is associated with the red channel of an RGB image allows the reader to associafe that
decoded channel with the Red input to an ICC profile contained within a Colour Specification box. Coloyr
indicators are specified in Table 1.18.

2161

This channel is not associated with any particular colour.
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Table 1.18 — Colours indicated by the Asoc' field

Class of Colour indicated by the following value of the Asoc' field
colourspace
1 2 3 4
RGB R G B
Greyscale Y
YC,C, Y Gy C,
The following colourspace classes are listed for future reference, as well as to aid in under
standing of the use of the Asoc' field:
XYZ X Y Z
Lab L a b
Luv L u \%
YGCoC, Y Gy C,
Yxy Y X y
HSV H S \%
HLS H L S
CMYK C M Y K
CMY C M Y
Jab J a b
co?oflcr);gzzes ! 2 3 4

The valugs in Table 1.18 specify indices that have been assigned’to” represent specific "colours” and do n
specific channels (or components within the codestream or palétte). Readers must use the information contaif
the Chanrjel Definition box to determine which channels contain which colours.

In this bgx, channel indices are mapped from particular‘components within the codestream or palette. Colo
specify how a particular channel shall be interpreted based on the specification of the colourspace of the im3
shall be qne channel definition in this box for every colour required by the colourspace specification of t
specified py the Colourspace Specification box.

For example, the green colour in an RGB, fimage is specified by a {Cn, Typ, Asoc} value of {i, 0, 2}, whe
index of that channel (either directly oras-generated by applying the reverse multiple component transform to
componeits in the codestream). Applications that are only concerned with extracting the colour channels ca
Typ/Asod field pair as a four-byte value where the combined value maps directly to the colour indices (as the
for a colofir channel shall be 0):

In anothef example, the codestream may contain a channel i that specifies opacity blending samples for th
green chapnels, and a_channel j that specifies opacity blending samples for the blue channel. In that file, the
{Cn, Typ| Asoc} tuples'would be found in the Channel Definition box for the two opacity channels: {7, 1, 1
and {j, 1,3}.

There shalll not-bé more than one channel in a JP2 file with a the same Typ' and Asoc' value pair, with the ex

t refer to
1ed within

ur indices
ge. There
his file as

re i is the
the actual
h treat the
Typ field

e red and
following
, 1, 1,2}

Ception of

Typi and |Aso¢’ values of 2'°— 1 (not specified). For example a JP2 file in an RGB colourspace shall only ¢

ntain one

green channel, and a greyscale image shall contain only one grey channel. There shall be either exactly one opacity
channel, exactly one pre-multiplied opacity channel, or neither associated with a single colour channel in an image.

If the codestream contains only colour channels and those channels are ordered in the same order as the associated
colours (for example, an RGB image with three channels in the order R, G, then B), then this box shall not exist. If there
are any auxiliary channels or the channels are not in the same order as the colour indices, then the Channel Definition

box (see Table 1.19) shall be found within the JP2 Header box with a complete list of channel definitions.
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Table 1.19 — Format of the Channel Definition box

Parameter Size (bits) Value
N 16 1to (2"~ 1)
Cn' 16 0to (2"~ 1)
Typ' 16 0to (2~ 1)
Asoc! 16 0to (2"~ 1)

Resolution box (superbox)

This box specifies the capture and default display grid resolutions of this image. If this box exists, it shall contain either

a Capture

Resolution box, or a Default Display Resolution box, or both.

There shaj
The type

1.5.3.7.1

This box
codestrea
capture gi

The verti
box in thd

The valud

Il be at most one Resolution box inside a JP2 Header box.

f a Resolution box shall be 'res\040' (0x7265 7320). The contents of the Resolution box are a$ inFig

T.800_FI-14

Figure 1.14 — Organization of the contents of the Resolution box

resc: Capture Resolution box. This box specifies the grid resolution at which this image was
The format of this box is specified in 1.5.3.7.1.

should be displayed. The format of this box is‘specified in 1.5.3.7.2

Capture Resolution box

specifies the grid resolution at which the sour¢e was digitized to create the image samples specif]
m. For example, this may specify the resolution of the flatbed scanner that captured a page from a
id resolution could also specify the resolution of an aerial digital camera or satellite camera.

al and horizontal capture grid resolutions are calculated using the six parameters (Table 1.20) stos
following two equations, respectively:

VRe = VREN o 1 gVReE
VRcD

HRe = TREN | gHReE
'ReD

s VRe-and HRc are always in reference grid points per meter. If an application requires the grid res

another u

ure 1.14:

captured.

resd: Default Display Resolution box. This box specifies the default grid resolution at which this image

ed by the
book. The

ed in this

(1-4)

(I-5)

olution in

pitathen that application must apply the appropriate conversion.

The type of a Capture Resolution box shall be 'resc' (0x7265 7363). The contents of the Capture Resolution box are as

in Figure

I.15:
[8a} [8a}
VReN | VReD | HReN | HReD | & | 2
> |z
T.800_FI-15

Figure 1.15 — Organization of the contents of the Capture Resolution box
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VReN:  Vertical Capture grid resolution numerator. This parameter specifies the VRcN value in
Equation (I-4), which is used to calculate the vertical capture grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

VRceD: Vertical Capture grid resolution denominator. This parameter specifies the VRcD value in
Equation (I-4), which is used to calculate the vertical capture grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

HRecN: Horizontal Capture grid resolution numerator. This parameter specifies the HRcN value in
Equation (I-5), which is used to calculate the horizontal capture grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

HRcD: Horizontal Capture grid resolution denominator. This parameter specifies the HRcD value in

HRcE:

Equation (I-5), which is used to calculate the horizontal capture grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

value in
ameter is

Equation (I-4), whih is used to calculate the vertical capture grid resolution. Thig
encoded as a twos-complement 1-byte signed integer.

pa

Horizontal Capture grid resolution exponent. This parameter specifies the HRcE|value in
Equation (I-5), which is used to calculate the horizontal capture grid resolution. This pafameter is
encoded as a twos-complement 1-byte signed integer.

Table 1.20 — Format of the contents of the Capture Resolution box

Field name Size (bits) Value

VReN 16 1to (2"~ 1)

VRcD 16 1to (2"~ 1)

HRcN 16 1to (2"~ 1)

HRcD 16 1to (2%~ 1)

VRcE 8 —128 to 127

HRCcE 8 —128to 127
1.5.3.7.2 | Default Display Resolution box
This box gpecifies a desired display grid resolution. For example, this may be used to determine the size of thd image on
a page whien the image is placed in a page-layout program. However, this value is only a default. Each applicgtion must
determind an appropriate display size for that application.
The verti¢al and horizontal display grid resolutions are calculated using the six parameters (Table 1.21) stofed in this
box in thq following two equations, respectively:

vRd = VRN | oyRaE (1-6)

HRd = TRAN | oHRAE

HRdD

-7)

The values VRd and HRd are always in reference grid points per meter. If an application requires the grid resolution in

another unit, then that application must apply the appropriate conversion.

The type of a Default Display Resolution box shall be 'resd' (0x7265 7364). The contents of the Default Display

Resolution box are as in Figure 1.16:

146

VRAN

VRdD

HRdAN

HRdD

VRdAE

HRdE

T.800_FI-16

Figure 1.16 — Organization of the contents of the Default Display Resolution box
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Vertical Display grid resolution numerator. This parameter specifies the VRdIN value in
Equation (I-6), which is used to calculate the vertical display grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

Vertical Display grid resolution denominator. This parameter specifies the VRdD value in
Equation (I-6), which is used to calculate the vertical display grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

Horizontal Display grid resolution numerator. This parameter specifies the HRIN value in
Equation (I-7), which is used to calculate the horizontal display grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

Horizontal Display grid resolution denominator. This parameter specifies the HRdD value in
Equation (I-7), which is used to calculate the horizontal display grid resolution. This parameter is
encoded as a 2-byte big endian unsigned integer.

ortical Dusplay —arid reso SXPOonen his—parameter —specihies—the RAE— value in
Equation (I-6), which is used to calculate the vertical display grid resolution. This_pafameter is
encoded as a twos-complement 1-byte signed integer.

Horizontal Display grid resolution exponent. This parameter specifies the |HRdJE|value in
Equation (I-7), which is used to calculate the horizontal display grid resolution. This pafameter is
encoded as a twos-complement 1-byte signed integer.

Table 1.21 — Format of the contents of the Default Display Resolution box

Field name Size (bits) Value
VRAN 16 1to (2"~ 1)
VRdD 16 1to (2"~ 1)
HRAN 16 1to (2"~ 1)
HRdD 16 1to (2'%-1)
VRAE 8 -128 to 127
HRdE 8 ~128 to 127

Contiguous Codestream box

The Cont]guous Codestream box contains a valid\and complete JPEG 2000 codestream, as defined in Annex{ A. When
displaying the image, a conforming reader \shall ignore all codestreams after the first codestream found in the file.

Contiguoyis Codestream boxes may be found anywhere in the file except before the JP2 Header box.

The type|of a Contiguous Codestredm™ box shall be 'jp2¢' (0x6A70 3263). The contents of the box shall be as in

Figure L.1]7:

Figure I.17 — Organization of the contents of the Contiguous Codestream box

Code

T.800_FI-17

Code:

This field contains a valid and complete JPEG 2000 codestream as specified by Annex A.

Table 1.22 — Format of the contents of the Contiguous Codestream box

Field name

Size (bits)

Value

Code

Variable

Variable

ITU-T Rec. T.800 (08/2002 E)
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Adding intellectual property rights information in JP2

This Recommendation | International Standard specifies a box type for a box which is devoted to carrying intellectual
property rights information within a JP2 file. Inclusion of this information in a JP2 file is optional for conforming files.
The definition of the format of the contents of this box is reserved for ISO. However, the type of this box is defined in
this Recommendation | International Standard as a means to allow applications to recognize the existence of IPR
information. Use and interpretation of this information is beyond the scope of this Recommendation | International

Standard.

In general, an IPR box found at the top level of the file specifies IPR for the file as a whole. IPR boxes may be found at
other locations, including inside superboxes defined by other Recommendations | International Standards. For those IPR
boxes, the rights specified refer to the entity defined by the containing superbox.

The type

1.7
The follo

format. A]l of the following boxes are optional in conforming files and may be ignored by conforming réaders

L71

An XML
defined b

boxes may be found anywhere in the file except before the File Type box.

The type

of the Intellectual Property Box shall be 'jp2i' (0x6A70 3269).

Adding vendor-specific information to the JP2 file format

ving boxes provide a set of tools by which applications can add vendor-specific informatjgn_to th

XML boxes

box contains vendor-specific information (in XML format) other than the information contained wi
this Recommendation | International Standard. There may be multiple XML boxes within the file,

bf an XML box is 'xml\040' (0x786D 6C20). The contents of the box shall'be as in Figure 1.18:

DATA

T.800_FiA8

Figure 1.18 — Organization of the contents of the XML box

IDATA: This field shall contain a well-fornied XML document as defined by REC-xml-19980210.

e JP2 file

hin boxes
and those

The exist¢gnce of any XML boxes is optional for conforming files. Also, any XML box shall not contain any illformation

necessary| for decoding the image to the extentthat is defined within this Recommendation | International Sta
the corregt interpretation of the contentsof ahy XML box shall not change the visual appearance of the i
readers mpy ignore any XML box in the file.

dard, and
mage. All

L.7.2 |[UUID boxes
A UUID ppox contains vendof-specific information other than the information contained within boxes defijed within
this Recojnmendation | International Standard. There may be multiple UUID boxes within the file, and those hoxes may
be found anywhere in the\file except before the File Type box.
The type pf a UUIDbox shall be 'uuid' (0x7575 6964). The contents of the box shall be as in Figure 1.19:
T T T T T 1 7
1D
7.800_FI-19
Figure 1.19 — Organization of the contents of the UUID box

ID: This field contains a 16-byte UUID as specified by ISO/IEC 11578. The value of this UUID
specifies the format of the vendor-specific information stored in the DATA field and the
interpretation of that information.

DATA: This field contains the vendor-specific information. The format of this information is defined
outside of the scope of this Recommendation | International Standard, but is indicated by the value
of the UUID field.
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Table 1.23 — Format of the contents of a UUID box

Field name Size (bits) Value
UUID 128 Variable
DATA Variable Variable

The existence of any UUID boxes is optional for conforming files. Also, any UUID box shall not contain any
information necessary for decoding the image to the extent that is defined within this part of this Recommendation |
International Standard, and the interpretation of the information in any UUID box shall not change the visual
appearance of the image. All readers may ignore any UUID box.

L.7.3

UUID Info boxes (superbox)

While it is useful to allow vendors to extend JP2 files by adding information using UUID boxes, it is also useful to

provide i
the exteng

formation in a standard form which can be used by non-extended applications to get more informafion about
ions in the file. This information is contained in UUID Info boxes. A JP2 file may contain zero ‘orympre UUID

Info boxep. These boxes may be found anywhere in the top level of the file (the superbox of a UUID Tnfo bgx shall be
the JP2 file itself) except before the File Type box.
These boxes, if present, may not provide a complete index for the UUIDs in the file, may refetence UUIDs njot used in
the file, and possibly may provide multiple references for the same UUID.
The type pf a UUID Info box shall be 'uinf' (0x7569 6E66). The contents of a UUID Info box are as in Figure [.20:
UList DE
T.800_FI-20
Figure 1.20 — Organization of the contents of a UUID Info box

[UList: UUID List box. This box contains a list 0f WUIDs for which this UUID Info box specifief a link to
more information. The format of the UWID List box is specified in 1.7.3.1.

IDE: Data Entry URL box. This box contains a URL. An application can acquire more informafion about
the UUIDs contained in the UBID List box. The format of a Data Entry URL box is| specified
inl.7.3.2

1.7.3.1 |UUID List box
This box fontains a list of UUIDs. The type of a UUID List box shall be ‘ulst” (0x756C 7374). The contents ¢f a UUID
List box ghall be as in Figure 1.21:
NU D’ DNV~ !
T.800_FI-21
Figure 1.21 — Organization of the contents of a UUID List box

NU: Number of UUIDs. This field specifies the number of UUIDs found in this UUID List box. This
field is encoded as a 2-byte big endian unsigned integer.

ID": ID. This field specifies one UUID, as specified in ISO/IEC 11578, which shall be associated with

the URL contained in the URL box within the same UUID Info box. The number of UUID' fields
shall be the same as the value of the NU field. The value of this field shall be a 16-byte UUID.

Table 1.24 — UUID List box contents data structure values

Parameter Size (bits) Value
NU 16 0to (2'-1)
UuID! 128 0to (2'%-1)

ITU-T Rec. T.800 (08/2002 E)
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1.7.3.2 Data Entry URL box

This box contains a URL which can use used by an application to acquire more information about the associated
vendor-specific extensions. The format of the information acquired through the use of this URL is not defined in this
Recommendation | International Standard. The URL type should be of a service which delivers a file (e.g., URLs of
type file, http, ftp, etc.), which ideally also permits random access. Relative URLs are permissible and are relative to the
file containing this Data Entry URL box.

The type of a Data Entry URL box shall be 'url\040' (0x7572 6C20). The contents of a Data Entry URL box shall be as
in Figure 1.22:

FLAG LOC

VERS

T.800_FI-22

Figure 1.22 — Organization of the contents of a Data Entry URL box

VERS: Version number. This field specifies the version number of the format of this box and is gncoded as

a 1-byte unsigned integer. The value of this field shall be 0.

[FLAG: Flags. This field is reserved for other use to flag particular attributes of this box and is en¢oded as a
3-byte unsigned integer. The value of this field shall be 0.

[ILOC:  Location. This field specifies the URL of the additional inforfnation associated with the UUIDs
contained in the UUID List box within the same UUID Info superbox. The URL is encodefl as a null
terminated string of UTF-8 characters.

Table 1.25 — Data Entry URL box contents’ data structure values
Parameter Size (bits) Value
VERS 8 0
FLAG 24 0
LOC varies varies
L.8 |[Dealing with unknown boxes

A conforming JP2 file may contain ,beXes not known to applications based solely on this Recommg¢ndation |
Internatiopal Standard. If a conforming reader finds a box that it does not understand, it shall skip and ignore that box.
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Annex J

Examples and guidelines

(This annex does not form an integral part of this Recommendation | International Standard)

This annex includes a number of examples intended to indicate how the encoding process works, and how the resulting
codestream should be output. This annex is entirely informative.

J1 Software conventions adaptive entropy decoder
This annex provides some alternate flowcharts for a version of the adaptive entropy decoder. This alternate version may
be more gfftetent-whemrtmplemented-msoftwarerast-hasfewer-operations—atong-the-fastpath

P C oTtwarc;a a W opcrato aro a Pa

The alterfate version is obtained by making the following substitutions. Replace the flowchart in Figuré.C:2p with the
flowchart{in Figure J.1. Replace the flowchart in Figure C.15 with the flowchart in Figure J.2. Replacg the flgwchart in
Figure C.]9 with the flowchart in Figure J.3.

INITDEC

BP = BPST
C = (B XOR 0xFF) << 16

!

BYTEIN

v

C=C<<7
CT=CT-7
A =0x8000

Done

T.800_FJ-1

Figure J.1 — Initialization of the software-conventions decoder
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DECODE

A=A - Qe(I(CX))

Yes Chigh < A? No
No )
A AND 0x8000 = 0?
Chigh = Chigh - A
D =MPS_EXCHANGE D = MPS(CX) D =LPS_EXCHANGE
RENORMD RENORMD
T.800_FJ-2

Y
Return D

Figure J.2 — Decoding an MPS or an LPS’in the software-conventions decoder

BYTEIN

Yes BP=BP+1

B1 > 0x8F? C=C+ 0xFF00 — (B <<8)
CT=38
Y A
BP=BP + |
C = C + 0xFE00 — (B << 9) CT=38
CT=7

A
‘ Done
T.800_FJ-3

Figure J.3 — Inserting a new byte into the C register in the software-conventions decoder
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J.2 Selection of quantization step sizes for irreversible transformations

For irreversible compression, no particular selection of the quantization step size is required in this Recommendation |
International Standard. Different applications may specify the quantization step sizes according to specific tile-
component characteristics. One effective way of selecting the quantizer step size for each sub-band b is to scale a
default step size A, by taking into account the horizontal and vertical filtering procedures which produced these
sub-band coefficients. One method consists in scaling A; with an energy weight parameter v, (the amount of squared
errors introduced by a unit error in a transformed coefficient of sub-band b) in the following way [12]:

Ay =Dd (3-1)

ny

J.3 [Filter impulse responses corresponding to lifting-based irreversible filtering procedurs

The irrevprsible filtering procedures described in Annex F implement the 9-tap/7-tap Cohen-DaubgchiesiFeauveau
convolutipnal filter bank [20], [21]. Equivalent impulse responses of the analysis and synthesis_filters ar¢ given in
Tables J.1 and J.2.

Table J.1 — Definition of impulse responses for the 9-7 irreversible analysis filter bank

n Low-pass filter Approximate value
2
0 —5x1(48|x2| —16%, + 3] /32 066027949 018 236 360
+1 - 5xl(8|x2|2 - Esz) /8 0.266 864 118 442 875
2
© —5x1(4|x2| — 43, - 1) /16 ~0.078 223 266 528 990
+3 —5x;(Rx,)/ 8 —0.016 864 118 442 875
+4 —5x, /64 0.026 748 757 410 810
n High-pass filter Approximate value
1 (6x, —1)/8x 1.115 087 052 457 000
2,0 —(16x; — 1)/ 32x, ~0.591 271 763 114 250
3,1 (2x; +1)/16x —0.057 543 526 228 500
4,2 —-1/32x 0.091 271 763 114 250
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Table J.2 — Definition of impulse responses for the 9-7 irreversible synthesis filter band

n Low-pass filter Approximate value
0 (6x,—1)/ 8x, 1.115 087 052 457 000
+1 (16x, —1)/32x 0.591 271 763 114 250
+ (2x; +1)/16x —0.057 543 526 228 500
+3 1/32x —0.091 271 763 114 250

n High-pass filter Approximate value
1 —5xl(48|x2|2 ~16 %y, + 3] /32 0.602 949 018 236 360
0,2 5x1(8|x2|2 - mzj /8 ~0.266 864 118 442 875
1,3 —5x1[4|x2|2 — 4%, — 1) /16 ~0.078 223 266 528 990
2.4 5x(Rx,)/ 8 0.016 864 118 442875
3,5 —5x,/ 64 0.026 748 757 410 811

J4 |[Example of discrete wavelet transformation

Table J.3 fontains the integer-valued samples /(x, y) of a tile component that i$ 13 samples wide and 17 sampl¢s high.

Table J.3 — Source tile component samples

I(x,y) 0 1 2 3 4 5 6 7 8 9 10 | 11 | 12
0 0 1 2 3 4 5 6 7 8 9 10 | 11 | 12
1 1 1 2 3 4 5 6 7 8 9 10 | 11 | 12
2 2 2 2 3 4 5 6 7 8 9 10 | 11 12
3 3 3 3 4 5 5 6 7 8 9 10 | 11 | 12
4 4 4 4 5 5 6 7 8 8 9 10 | 11 12
5 5 5 5 5 6 7 7 8 9 10 | 11 12 |1 13
6 6 6 6 6 7 7 8 9 10 | 10 | 11 12 | 13
7 7 7 7 7 8 8 9 9 10 | 11 12 | 13 13
8 8 8 8 8 8 9 10 | 10 | I1 12 | 12 | 13 | 14
9 9 9 9 9 9 10 | 10 | 11 | 12 | 12 | 13 | 14 [ 15
10 10 | 10 [ 10 | 10 | 10 | 11 11 12 112 | 13 [ 14 | 14 | 15
11 11 11 | 11 11 | 11 12 (12 (1313|1414 15] 16
12 12 (12 )12 | 12 | 12 | 13 13 13114 ] 15|15 16 | 16
13 13 13 ] 13 13 13 13 14 | 14 [ 15 15116 | 17 | 17
14 14114 |14 | 14| 14| 14| 15| 15|16 | 16 | 17 | 17 [ 18
15 15 | 15 ] 15 5115|1516 |16 (17 | 17 | 18 [ 18 | 19
16 16 [ 16 [ 16 [ 16 [ 16 [ 16 [ 17 ( 17 [ 17 [ 18 | 18 | 19 | 20
J.4.1 Example of 9-7 irreversible wavelet transformation

Tables J.4, 1.5, J.6, J.7, 1.8, J.9 and J.10 contain the coefficients of the sub-bands 2LL, 2HL, 2LH, 2HH, 1HL, 1LH,
1HH resulting from the two-level decomposition with the 9-7 irreversible transformation of the source tile component
samples given in Table J.3 (see Figure F.18). The coefficients' values displayed in the tables have been rounded to the
nearest integer.
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